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Abstract
Automatic term extraction (ATE) is a popular research task that eases the time and effort of manually identifying terms from domain-
specific corpora by providing a list of candidate terms. In this paper, we treat terminology extraction as a sequence-labeling task and
experiment with a Transformer-based model XLM-RoBERTa to evaluate the performance of multilingual pretrained language models
in the cross-domain sequence-labeling setting. The experiments are conducted on the RSDO5 corpus, a Slovenian dataset containing
texts from four domains, including Biomechanics, Chemistry, Veterinary, and Linguistics. We show that our approach outperforms
the Slovene state-of-the-art approach, achieving significant improvements in F1-score up to 40 percentage points. This indicates that
applying multilingual pretrained language models for ATE in less-resourced European languages is a promising direction for further
development. Our code is publicly available at https://github.com/honghanhh/sdjt-ate.

1. Introduction
Terms are single- or multi-word expressions denoting

concepts from specific subject fields whose meaning may
differ from the same set of words in other contexts or ev-
eryday language. They represent units of knowledge in
a specific field of expertise and term extraction is useful
for several terminographical tasks performed by linguists
(e.g., construction of specialized term dictionaries). Most
of these tasks are time- and labor-demanding, therefore re-
cently several automatic term extraction approaches have
been proposed to speed up the process.

Term extraction can also support and improve several
complex downstream natural language processing (NLP)
tasks. The broad range of downstream NLP tasks to which
term extraction could benefit include, for example, glos-
sary construction (Maldonado and Lewis, 2016), topic de-
tection (El-Kishky et al., 2014), machine translation (Wolf
et al., 2011), text summarization (Litvak and Last, 2008),
information retrieval (Lingpeng et al., 2005), ontology en-
gineering and learning (Biemann and Mehler, 2014), busi-
ness intelligence retrieval (Saggion et al., 2007; Palomino
et al., 2013), knowledge visualization (Blei and Lafferty,
2009), specialized dictionary creation (Le Serrec et al.,
2010), sentiment analysis (Pavlopoulos and Androutsopou-
los, 2014), and cold-start knowledge base population (Ellis
et al., 2015), to cite a few.

In the attempt to ease the time and effort needed to man-
ually identify terms from domain-specific corpora, auto-
matic term extraction (ATE), also known as automatic term
recognition (Kageura and Umino, 1996) or automatic term
detection (Castellvı́ et al., 2001), thus became an essential

NLP task. However, despite the importance of term ex-
traction and the research attention paid to the task, identi-
fying the correct terms remains a notoriously challenging
problem with the following not yet solved hurdles. First,
despite several different definitions to describe the mean-
ing of a term, the explicit distinction between terms and
common words is in many cases still unclear. In addition,
the characteristics of specific terms can vary significantly
across domains and languages. Furthermore, the gold stan-
dard term lists and manually labeled domain-specific cor-
pora for training and evaluation of ATE approaches are gen-
erally scarce for less-resourced languages including Slove-
nian, due to the large amount of work required for the con-
struction of these resources.

Deep neural approaches towards ATE have been only
recently proposed, but their evaluation in less-resourced
languages has not yet been sufficiently explored and re-
mains a research gap worth investigating. Inspired by the
success of Transformer-based models in ATE from the re-
cent TermEval 2020 competition’s ACTER dataset (Hazem
et al., 2020; Lang et al., 2021), we propose to exploit and
explore the performance of XLM-RoBERTa pretrained lan-
guage model (Conneau et al., 2019), which addresses the
ATE as a sequence-labeling task. Sequence-labeling ap-
proaches have been successfully applied to a range of NLP
tasks, including Named Entity Recognition (Lample et al.,
2016; Tran et al., 2021) and Keyword Extraction (Martinc
et al., 2021; Koloski et al., 2022). The experiments are con-
ducted in the cross-domain setting on the RSDO5 corpus1

(Jemec Tomazin et al., 2021a) containing Slovenian texts

1http://hdl.handle.net/11356/1470
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from four domains (Biomechanics, Chemistry, Veterinary,
and Linguistics).

The main contributions of this paper can be summarized
in the following points:

• We systematically evaluate the performance of the
Transformer-based pretrained model, namely XLM-
RoBERTa, on the term extraction task, formulated as
a supervised cross-domain sequence-labeling on the
RSDO5 dataset containing texts from four different
domains.

• We demonstrate that the proposed cross-domain ap-
proach surpasses the performance of the current state
of the art (Ljubešić et al., 2019) for all the combi-
nations of training and testing domains we experi-
mented with, therefore establishing a new state-of-the-
art (SOTA) method for the ATE on Slovenian corpus.

This paper is organized as follows: Section 2. presents
the related work in the field of term extraction. Next, we
introduce our methodology in Section 3., and the experi-
mental details in Section 4.. The results with further error
analysis are discussed in Section 5. and 6., before we con-
clude and present future works in Section 7..

2. Related Work
The history of ATE has its beginnings during the 1990s

with research done by Damerau (1990), Ananiadou (1994),
Justeson and Katz (1995), Kageura and Umino (1996), and
Frantzi et al. (1998). ATE systems usually employ the fol-
lowing two-step procedure: (1) extracting a list of candidate
terms; and (2) determining which of these candidate terms
are correct using supervised or unsupervised approaches.
Recently, neural approaches have been proposed.

Traditionally, the approaches were strongly based on
linguistic knowledge and distinctive linguistic aspects of
terms in order to extract possible candidates. Several
NLP tools, such as tokenization, lemmatization, stemming,
chunking, PoS tagging, full syntactic parsing, etc., are em-
ployed in this approach to obtain linguistic profiles of term
candidates. As a heavily language-dependent approach, the
better the quality of the pre-processing tools (e.g., FLAIR
(Akbik et al., 2019), Stanza (Qi et al., 2020)), the better the
quality of linguistic ATE methods.

Meanwhile, several studies preferred the statistical ap-
proach or combined linguistic and statistical approaches.
Some of the measures include the termhood (Vintar, 2010),
unithood (Daille et al., 1994) or C-value (Frantzi et al.,
1998). Many current systems still apply some variation of
this approach, most commonly in hybrid systems combin-
ing linguistic and statistical information (Repar et al., 2019;
Meyers et al., 2018; Drouin, 2003; Macken et al., 2013;
Šajatović et al., 2019; Kessler et al., 2019, to cite a few.).

Recently, advances in embeddings and deep neural net-
works have also influenced the term extraction field. Sev-
eral embeddings have been investigated for term extraction,
for example, uni-gram term representations constructed
from a combination of local and global vectors (Amjadian
et al., 2016), non-contextual word embeddings (Wang et
al., 2016; Khan et al., 2016; Zhang et al., 2017), contextual

word embeddings (Kucza et al., 2018), and the combination
of both representations (Gao and Yuan, 2019).

In the recent ATE challenge, namely TermEval 2020
(Rigouts Terryn et al., 2020), the use of language mod-
els became very important. The winning approach on
the Dutch corpus used pretrained GloVe word embeddings
fed into a bi-directional LSTM based neural architecture.
Meanwhile, the winning approach on the English corpus
(Hazem et al., 2020) relied on the extraction of all possible
n-gram combinations, which are fed into a BERT binary
classifier that determines for each n-gram inside a sentence,
whether it is a term or not. Besides BERT, several other
variations of Transformer-based models have also been in-
vestigated. For example, RoBERTa and CamemBERT have
been used in the TermEval 2020 challenge (Hazem et al.,
2020). Another recent method is the HAMLET system
(Rigouts Terryn et al., 2021), which proposes a hybrid
adaptable machine learning approach that combines the lin-
guistic and statistical clues to detect terms and is also eval-
uated on the TermEval data.

Meanwhile, Conneau et al. (2019) and Lang et al.
(2021) take advantage of XLM-RoBERTa (XLM-R) to
compare three different approaches, including a binary se-
quence classifier, a sequence classifier, and a token classi-
fier employing the sequence-labeling approach (also under
research by Kucza et al. (2018)), as we do in our research.
Finally, Lang et al. (2021) proposes to use a multilingual
encoder-decoder model called mBART (Liu et al., 2020),
which is based on denoising pre-training, that generates
sequences of comma-separated terms from the input sen-
tences.

Annotated Corpora for Term Extraction Research (AC-
TER) dataset was released for the TermEval competition as
a collection of four domain-specific corpora (Corruption,
Wind energy, Equitation, and Heart failure) in three lan-
guages (English, French, and Dutch). However, when it
comes to ATE for less-resourced languages, there is still
a lack of gold standard corpora and limited use of neu-
ral methods. In recent years, the Slovene KAS corpus
was compiled (Erjavec et al., 2021), and most recently the
RSDO corpus that we use in our study (Jemec Tomazin et
al., 2021b). Regarding the Slovenian language on which
we focus in our study, the current SOTA was proposed
by Ljubešić et al. (2019) that extracts the initial candi-
date terms using the CollTerm tool (Pinnis et al., 2019), a
rule-based system employing a complex language-specific
set of term patterns (e.g., POS tag,...) from the Slovenian
SketchEngine module (Fišer et al., 2016), followed by a
machine learning classification approach with features rep-
resenting statistical term extraction measures. Another re-
cent approach by (Repar et al., 2019) focuses on term ex-
traction and alignment, where the main novelty is in using
an evolutionary algorithm for the alignment of terms. On
the other hand, the deep neural approaches have not been
explored for Slovenian yet. Another problem very specific
for less-resourced languages is that the open-sourced code
is often not available for most current benchmark systems,
hindering their reproducibility (for Slovenian, only the code
by Ljubešić et al. (2019) is available).
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Figure 1: An example of the (B-I-O) mechanism on a text sequence from Slovenian corpus.

3. Methodology
We consider ATE as a sequence-labeling task where the

model returns a label for each token in a text sequence. We
use the (B-I-O) labeling mechanism (Rigouts Terryn et al.,
2021; Lang et al., 2021) where B stands for the beginning
word in the term, I stands for the word inside the term, and
O stands for the word not part of the term. The terms from
a gold standard list are first mapped to the tokens in the
raw text and each word inside the text sequence is anno-
tated with one of the three labels (see examples in Figure
1). The model is first trained to predict a label for each
token in the input text sequence (e.g., we model the task
as token classification) and then applied to the unseen text
(test data). Finally, from the tokens or token sequences la-
beled as terms, the final candidate term list for the test data
is composed.

We experiment with XLM-RoBERTa 2 (Conneau et
al., 2019), a Transformer-based model pre-trained on
2.5TB of filtered CommonCrawl data containing 100 lan-
guages. With the proliferation of non-English models
(e.g., CamemBERT for French, Finnish BERT, German
BERT, etc), XLM-RoBERTa, the multilingual version of
RoBERTa (Liu et al., 2019), is a generic cross-lingual sen-
tence encoder that achieves benchmark performance on
multiple downstream NLP tasks, including ATE for rich-
resourced languages (e.g. English) (Rigouts Terryn et al.,
2020). Due to this well-documented SOTA performance on
several related tasks, we opted to employ XLM-RoBERTa
in a monolingual setting on our low-resourced Slovenian
corpus. The overall architecture of our approach is pre-
sented in Figure 2.

In our experiments, we use a multilingual pre-trained
language model in order to leverage the general knowl-
edge the model obtained during pretraining on the huge
multilingual corpus. First, we divide the dataset into train-
validation-test splits. We also investigate the effectiveness
of cross-domain learning, where the main idea is to test
the transfer of knowledge from one domain to another and
therefore evaluate the capability of the model to extract
terms in new unseen domains as well as the ability to learn
the relations between terms across domains given the as-
sumption that they have terminologically-marked contexts.
Therefore, we fine-tune the model on two domains (e.g.,
Biomechanics, Chemistry) as the train split, validate on a
third domain (e.g., Veterinary) as the validation split, and
test on the fourth domain that does not appear in the train
set (e.g., Linguistics). The train split is used for fine-tuning
the pre-trained language model. The validation split is ap-
plied to prevent over-fitting during the fine-tuning phase.
Finally, the test split, which is not adopted during training,
is used for the evaluation of the method.

2https://huggingface.co/xlm-roberta-base

Figure 2: The overall architecture.

The model is fine-tuned on the training set to predict the
probability for each word in a word sequence whether it is
a part of the term (B, I) or not (O). To do so, an additional
token classification head containing a feed-forward layer
with a softmax activation is added on top of the model.

4. Experimental Setup
Here, we describe the dataset, the experimental details,

and the metrics that we apply for the evaluation.

4.1. Dataset
The experiments are conducted on the Slovenian

RSDO5 corpus version 1.1 (Jemec Tomazin et al., 2021a),
which is a less-resourced Slavic language with rich mor-
phology. As a part of the RSDO national project, the
RSDO5 corpus was manually compiled and annotated
and contains 12 documents with altogether about 250,000
words from the fields of Biomechanics (bim), Chemistry
(kem), Veterinary (vet), and Linguistics (ling). The data
were collected from diverse sources, including Ph.D. the-
ses (3), a Ph.D. thesis-based scientific book (1), graduate-
level textbooks (4), and journal articles (4) published be-
tween 2000 and 2019. Apart from the manually annotated
terms, RSDO5 is also annotated with Universal Depen-
dency tags (e.g. tags annotating tokens, sentences, lemmas,
morphological features, etc.). However, in our research, we
only leverage the original text with the term labels, where
we consider all terms and do not distinguish between in-
domain and out-of-domain terms.

In Table 1, we report on the number of documents, to-
kens, and unique terms across domains. Given the same
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Languages
Biomechanics (bim) Chemistry (kem) Veterinary (vet) Linguistics (ling)

# Docs # Tokens # Terms # Docs # Tokens # Terms # Docs # Tokens # Terms # Docs # Tokens # Terms

Slovenian 3 61,344 2,319 3 65,012 2,409 3 75182 4,748 3 109,050 4,601

Table 1: Number of documents, tokens, and unique terms per domain in Slovenian RSDO5 dataset.

Languages Biomechanics (bim) Chemistry (kem) Veterinary (vet) Linguistics (ling)
B I O % Term B I O % Term B I O % Term B I O % Term

Slovenian 7,070 6,835 47,439 22.67 7,614 4,486 52,912 18.61 10,953 6,261 57,968 22.90 12,348 6,079 90,623 16.89

Table 2: Label distribution and the proportion of terms appearing per domain in the Slovenian RSDO5 dataset.

number of collected documents for each domain, the doc-
uments from the Linguistics and Veterinary domains are
longer (i.e., have more tokens) and also contain more terms
than the domains of Biomechanics and Chemistry. In ad-
dition, Figure 3 presents the frequency of terms of differ-
ent lengths per domain. Veterinary, Chemistry, and Lin-
guistics share a similar term length distribution with most
terms made of one to three words and only a few (less than
three) terms longer than seven words (an example of a long
term found in the corpus would be “kaznivo dejanje zoper
življenje , telo in premoženje”, which means a crime against
life, body, and property). Meanwhile, the Biomechanics
domain distribution has a longer right tail, containing sev-
eral terms with more than three words.

Furthermore, the corpus contains several nested terms,
i.e., they also appear within larger terms and vice versa, a
multiword term may contain shorter terms. For example, in
the Biomechanics domain, term “navor” (torque) appears
in terms such as “sunek navora” (torque shock), “zunanji
sunek navora” (external torque shock), and “izokinetični
navor” (isokinetic torque), to mention a few. This makes
the labeling harder and the classifier needs to infer from the
context whether a specific term is part of a longer term.

4.2. Implementation Details
We experiment with several combinations of training,

validation, and testing data where two domains are used
for training, the third one for validation, and the fourth one
for testing (i.e., we train 12 models covering all possible
domain combinations). We consider term extraction as a
sequence-labeling or token classification task with a (B-
I-O) annotation scheme. Table 2 presents the distribution
across label types and the proportion of (B) and (I) labels
in the total number of tokens per domain in the dataset. On
average, the number of tokens annotated as terms (or parts
of the term) only represents about one-fifth of the total to-
kens in the corpus, which means that there is a significant
imbalance between (B) and (I) tokens, and tokens labeled
as not terms (O).

We employ the XLM-RoBERTa token classification
model and its “fast” XLM-RoBERTa tokenizer from the
Huggingface library 3. We fine-tune the model for up to
20 epochs regarding model convergence (i.e., we also em-
ploy the early stopping regime) with the learning rate of 2e-
05, training and evaluation batch size of 32, and sequence
length of 512 tokens, since this hyperparameter configura-

3https://huggingface.co/models

tion performed the best on the validation set. The docu-
ments are split into sentences and the sentences contain-
ing more than 512 tokens are truncated, while the sen-
tences with less than 512 tokens are padded with a special
< PAD > token at the end. During fine-tuning, the model
is evaluated on the validation set after each training epoch,
and the best-performing model is applied to the test set.

The model predicts each word in a word sequence
whether it is a part of a term (B, I) or not (O). The sequences
identified as terms are extracted from the text and put into a
set of all predicted candidate terms. A post-processing step
to lowercase all the candidate terms is applied before we
compare our derived candidate list with the gold standard
using the evaluation metrics discussed in Section 4.3..

4.3. Evaluation Metrics
We perform the global evaluation on our term extraction

system by comparing the list of candidate terms extracted
on the level of the whole test set with the manually anno-
tated gold standard in the test set using Precision, Recall,
and F1-score. Precision refers to the percentage of the ex-
tracted terms that are correct. Meanwhile, Recall indicates
the percentage of the total correct terms that are extracted.
Low Precision means a lot of noise in extraction whereas
low Recall indicates the presence of lots of misses in ex-
traction. Besides, F1-score is a measure that computes an
overall performance by calculating the harmonic mean be-
tween Precision and Recall). These evaluation metrics have
been used also in the related work, including the TermEval
2020 shared task (Hazem et al., 2020; Rigouts Terryn et al.,
2020; Lang et al., 2021).

5. Results
Table 3 presents the results achieved by the multilingual

XLM-RoBERTa pre-trained language model on the Slove-
nian RSDO5 dataset. Note that the results in the table are
grouped according to the model’s test domain for better
comparison between different settings. Our cross-domain
approach proves to have relatively consistent performance
across all the combinations, achieving Precision of more
than 62%, Recall of no less than 55%, and F1-score above
61%. The model performs slightly better for the Linguistics
and Veterinary domains than for Biomechanics and Chem-
istry. The difference in the number of terms and length of
terms per domain pointed out in Section 4.1. might be one
of the factors that contribute to this behavior. In addition, a
significant performance boost can be observed for the Lin-
guistics domain when the model is trained in the Chemistry
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Figure 3: The frequencies of terms of specific length per each domain in a Slovenian dataset.

and Veterinary domains, and for the Veterinary domain,
when the model is trained in Biomechanics and Linguis-
tics. In these two settings, the model achieves an F1-score
of more than 68%.

Training Validation Testing Precision Recall F1-score

bim + kem vet ling 69.55 64.05 66.69
bim + vet kem ling 69.48 73.66 71.51
kem + vet bim ling 66.20 72.38 69.15

Ljubešić et al. (2019) ling 52.20 25.40 34.10

bim + kem ling vet 71.06 66.72 68.82
bim + ling kem vet 72.66 65.59 68.94
ling + kem bim vet 69.3 68.07 68.68

Ljubešić et al. (2019) vet 66.90 19.30 29.90

bim + vet ling kem 68.67 55.13 61.16
bim + ling vet kem 70.14 60.27 64.83
ling + vet bim kem 70.23 59.24 64.27

Ljubešić et al. (2019) kem 47.80 31.40 37.80

vet + kem ling bim 63.51 66.80 65.11
vet + ling kem bim 62.25 65.20 63.69

ling + kem vet bim 62.35 63.99 63.16

Ljubešić et al. (2019) bim 53.80 24.80 33.90

Table 3: Term extraction evaluation in a cross-domain
setting on a Slovenian RSDO5 dataset.

We also present results for the current SOTA approach
from Ljubešić et al. (2019) by reproducing their method-
ology in the same RSDO5 dataset. In general, our ap-
proach outperforms the approach proposed by Ljubešić et
al. (2019) by a large margin on all domains and accord-
ing to all evaluation metrics. The margin is especially large
when it comes to Recall. Given the training process applied
on RSDO5 corpus, Ljubešić et al. (2019) approach has low
performance in F1-score due to the high imbalance between
the Precision and Recall. This is most likely due to the fact
that the methods employed by Ljubešić et al. (2019) rely
heavily on the frequency and are thus not suitable for dis-

covering low-frequency terms of which there are a lot in
the RSDO5 corpus. In their own experiments, Ljubešić et
al. (2019) discard all term candidates with a frequency be-
low 3, hence why their results on their corpus are higher
than on RSDO5.

Overall, we achieve results roughly twice as high as the
approach proposed by Ljubešić et al. (2019) in terms of F1-
score for all test domains. The results demonstrate the pre-
dictive power of contextual information in language mod-
els such as XLM-RoBERTa over the machine learning ap-
proach with features representing statistical term extraction
measures as in Ljubešić et al. (2019).

6. Error Analysis
In this section, we analyze the predictions of XLM-

RoBERTa in the RSDO5 corpus to get a better understand-
ing of the model’s performance and discover possible av-
enues for future work. First, we analyze the predictive
power of our approach for terms of different lengths by cal-
culating the Precision and Recall separately for terms of
length k = {1,2,3,4, equal or more than 5}. The number of
predicted candidate terms, number of ground truth terms,
number of correct predictions (TPs), Precision, and Recall
regarding different terms of length k and different test do-
mains are presented in Tables 4, 5, 6, and 7. Note that these
statistics are collected for the train-validation-test combina-
tions that perform the best on each domain according to the
F1-score.

Results across Tables 4 to 7 show that our models are
good at predicting short terms containing up to three words
in all four domains. The best model applied to the Linguis-
tics test domain also shows competitive performance for the
prediction of longer terms, achieving 75.00% Precision and
a decent 31.03% Recall for terms with at least 5 words. De-
spite the relatively high Precision achieved by the models
on long terms in the Veterinary and Biomechanics test do-
mains, the Recall is pretty low, most likely due to the small
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k #Predictions #Ground truth #TPs Precision Recall

1 2,078 1,728 1,300 62.56 75.23

2 2,631 2,404 1,858 70.62 77.29

3 322 360 7,191 59.32 53.06

4 57 80 31 54.39 38.75

≥5 12 29 79 75.00 31.03

Table 4: Performance in Precision and Recall per term
length in Linguistics domain.

k #Predictions #Ground truth #TPs Precision Recall

1 2,159 2,067 1,472 68.18 71.21

2 2,062 2,103 1,448 70.22 68.85

3 314 446 182 57.96 40.81

4 28 77 10 35.71 12.99

≥5 3 55 2 66.67 3.64

Table 5: Performance in Precision and Recall
per term length in Veterinary domain.

k #Predictions #Ground truth #TPs Precision Recall

1 943 890 580 61.51 65.17

2 1,073 1,202 768 71.58 63.89

3 164 260 93 56.71 35.77

4 26 46 11 42.31 23.91

≥5 3 11 0 0.00 0.00

Table 6: Performance in Precision and Recall
per term length in Chemistry domain.

k #Predictions #Ground truth #TPs Precision Recall

1 1,079 718 22 48.38 72.70

2 1,153 1,172 822 71.29 70.14

3 223 286 124 55.61 43.36

4 26 59 11 42.31 18.64

≥5 11 84 5 45.45 5.95

Table 7: Performance in Precision and Recall
per term length in Biomechanics domain.

amount of longer terms in the dataset on which the models
are trained. When it comes to predictions in the Chemistry
domain, there are no correct term predictions that consist of
more than five words.

In addition, as the corpus contains many nested terms,
the very common mistake the model makes is to predict a
shorter term nested in the correct term of the gold standard
(Pattern 1). Vice versa, the model sometimes generates in-
correct predictions containing the correct nested terms (Pat-
tern 2). Furthermore, in some cases, the model predicts a
single prediction made out of two consecutive terms (Pat-
tern 3). We report some examples of these incorrect pat-
terns in Table 8, where the first column refers to the pattern
type, the second one refers to our predicted candidate term,
and the last column presents the true term from the gold
standard. The presented candidate terms are extracted from

the final list of predicted terms for the Linguistics test do-
main.

7. Conclusion
In summary, we investigated the performance of the

multilingual Transformer-based language model, XLM-
RoBERTa, in the monolingual cross-domain sequence-
labeling term extraction task. The experiments were
conducted on the representative Slovenian RSDO5 cor-
pus, which contains texts from four specific domains,
namely Biomechanics, Chemistry, Veterinary, and Linguis-
tics. Our cross-domain sequence-labeling approach with
XLM-RoBERTa had consistent performance across all the
combinations of training, validation, and test set, achiev-
ing the performance of up to 72.66% in terms of Preci-
sion, up to 73.66% in terms of Recall, and up to 71.51%
in terms of F1-score. The model performed slightly better
in extracting terms from the Linguistics and Veterinary do-
mains than from Biomechanics and Chemistry. Moreover,
our approach outperformed the current state of the art on
the Slovenian language (Ljubešić et al., 2019) by a large
margin according to all three evaluation metrics, in some
cases achieving three times higher Recall and roughly two
times higher F1-score. As a consequence, our approach is
the new SOTA approach on the RSDO5 dataset.

However, we believe that there remains room for im-
provement in the field of supervised term extraction. In
the future, we would like to pre-train the model on the in-
termediate task (e.g., machine translation) resembling term
extraction before fine-tuning it on the target downstream
task, in order to boost the extraction performance. In addi-
tion, we will also investigate the performance of the mod-
els in the zero-shot cross-lingual setting, multi-lingual set-
ting, and the combination of both settings in comparison
with our current monolingual setting. Lastly, we suggest
the integration of active learning into our current approach
to improve the output of the automated method by dynami-
cal adaptation after human feedback. By learning with hu-
mans in the loop, we aim at getting the most information
with the least amount of term labels. We will also evaluate
the contribution of active learning in reducing the annota-
tion effort and determine the robustness of the incremental
active learning framework across different languages and
domains.
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Mārcis Pinnis, Nikola Ljubešić, Dan Ştefănescu, Inguna
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