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Abstract
The paper describes the process of creating and evaluating a new version of the generic model for automatic text recognition of Serbian
Church Slavonic printed books within the Transkribus software platform, based on the principles of artificial intelligence and machine
learning. The generic model Dionisio 2.0. was created on the materials of Serbian Church Slavonic books from various printing houses
of the 15" and 16 centuries (Cetinje, Venice, Gorazde, MileSeva, Gracanica, Belgrade and Mrksa’s Church), and, during the evaluation
of its performance, it was noticed that CER was about 2—3%. The Dionisio 2.0. model will be publicly available to all users of the

Transkribus software platform in the near future.

1. Introduction

The research on creating a model for automatic text
recognition of the Serbian Church Slavonic printed books
from Venice using a software platform Transkribus,'
presented in Polomac (2022), represents the starting point
for this paper. This paper describes the process of
transcription and creation of a specific model®> for
automatic text recognition of Prayer Book (Euchologion)
printed between 1538 and 1540 in the printing house of
Bozidar Vukovi¢,? as well as the process of creating a
generic model* for automatic text recognition of other
books printed in Venice in the printing house of Bozidar
Vukovi¢ and his son Vi¢enco.® The most important result
of this paper is the creation of the first version of the model
Dionisio 1.0. (named after an Italian pseudonym for
Bozidar Vukovi¢ — Dionisio della Vechia) representing the
first publicly available resource for automatic reading of
Serbian Church Slavonic manuscripts and printed books
within the Transkribus software platform (cf.
https://readcoop.eu/model/dionisio-1-0/).

U Transkribus (https://readcoop.eu/transkribus) represents an

open-access software platform for automatic text recognition and
retrieval developed as part of the READ project at the University
of Innsbruck. More details about the technological background
and operating system cf. Miihlberger et al. (2019).

2 The functionality of the Transkribus platform is particularly
manifested in the potential to train one’s own automatic text
recognition model, irrespective of the language or script used in
the manuscript. The training of the automatic recognition model
represents an instance of machine learning based on neural
networks in which during the learning process the model
compares the manuscript photographs and corresponding letters,
words and lines of the text in the diplomatic edition. For more
details see Miihlberger et al. (2019) and Rabus (2019a).

3 Bozidar Vukovi¢ was a Serbian merchant from Zeta (Podgorica
and the area surrounding Lake Skadar). After his arrival at Venice
(in 1516 at the latest) he acculturated his Serbian name to the new
environment by creating a Latin (Dionisius a Vetula) and an
Italian pseudonym (Dionisio della Vecchia) from his Serbian
name and the toponym of Stareva Gorica (at Lake Skadar),
indicating his origin (Lazi¢, 2018). Books from his printery were
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The Dionisio 1.0. model structure is shown in Table 1,
and its performance is displayed in Table 2.

Book Word count
\Prayer Book (1538—1540) 39,889
\Psalter (1519-1520) 10,132
Miscellany for Travellers (1536) (10,618
Festal Menaion (1538) 10,732
Miscellany for Travellers (1547) (10,006
Hieratikon (Liturgikon) (1554) 10,196
Total 91,573

Table 1: Dionisio 1.0. Structure and the Amount of
Training Data.

Word | Number | CER7 on CER on
count |of epochs®| Train set | Validation set
86,347 100 1.66% 2.09%

Table 2: Dionisio 1.0 Performance.

aimed at the Serbian Orthodox Church and its flock under
Ottoman rule, yet the motives of his printing business were not
only patriotic and religious, but also mercantile and financial
(Lazi¢, 2020b).

4 Unlike a specific model that is trained to recognize a single
manuscript or printed book, a generic model contains material
from different manuscripts or printed books. More details on the
possibilities and pitfalls of training generic models can be found
in Rabus (2019b).

5 After the death of Bozidar Vukovi¢, Viéenco Vukovi¢ had
reprinted several of his father's editions until 1561, and later
rented his equipment to other Venetian printers. For more details
about his life and work see also Pesikan (1994).

¢ The term epoch in machine learning stands for “one complete
presentation of the data set to be learned to a learning machine®
(Burlacu and Rabus, 2021).

7 The Character Error Rate (CER) is calculated by comparing the
automatically generated text and the manually corrected version.
See for more details in  Transkribus  Glossary
https://readcoop.eu/glossary/character-error-rate-cer/.
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In the continuation of the research, we aimed at
examining the performance of the Dionisio 1.0. model on
Serbian Church Slavonic books created in other printing
houses, firstly in Venetian printing houses created after
closing Bozidar and Vi¢enco Vukovi¢’s printing house, and
then in other old Serbian printing houses of the 15" and 16
centuries (Cetinje, Gorazde, Mrksa's Church, Belgrade,
Mileseva and Gracanica), thus ultimately offering a generic
model for the automatic text recognition of Serbian Church
Slavonic printed books as a whole.

2. Applying the Dionisio 1.0. Model on
Books from Other Venetian Printing Houses

In the first experiment, we tested the performance of the
Dionisio 1.0. model on several Serbian Church Slavonic
books printed in Venice after closing Bozidar and Vi¢enco
Vukovi¢’s printing house: Lenten Triodion was printed in
1561 by Stefan of Scutari in the Camillo Zanetti’s printing
house, Prayer Book (Miscellany for Travellers) was printed
in 1566 by Jakov of Kamena Reka, Prayer Book
(Euchologion) was created in 1570 in the printing house of
Jerolim Zagurovi¢ and Psalter with Appendices was printed
in 1638 in the printing house of Bartol Ginammi (PeSikan,
1994). The starting hypothesis of the paper in the current
experiment was that the model trained on the materials of
Serbian Church Slavonic books from the printing house of
Bozidar and Vic¢enco Vukovi¢ would be useful for
automatic text recognition of other Venetian editions
printed using their printing equipment.

The statistical results of the experiment are shown in the
following table.

Book CER
Lenten Triodion (1561) 9.41%
Miscellany for Travellers (1566)  [11.63%
\Prayer Book (Euchologion) (1570) [13.67%
\Psalter with Appendices (1638) 16.04%

Table 3: Application of the Dionisio 1.0. model on
publications from other Venetian printing houses.

The unexpectedly high CER does not necessarily
indicate poor performance of the Dionisio 1.0. model. The
largest number of errors in text recognition is the result of
the fact that in these books accent marks are used
differently than in the books from the printing house of
Bozidar and Vi¢enco Vukovi¢, which were used to train the
Dionisio 1.0. model. This fact is especially evident in
Prayer Book (Euchologion) from the printing house of
Jerolim Zagurovié¢ (1570) and Psalter with Appendices
from the printing house of Bartol Ginammi (1638) in which
only spiritus lenis with an oxia over the initial vowel
grapheme was used.

To illustrate this claim, we shall use a comparative
presentation of a photograph of a part of sheet 2b Prayer
Book (Euchologion) (1570) and an automatically read text
using the Dionisio 1.0. model.
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AXOME HNHA HAPHCHOHEA <
i CTice MOH + HienpPoKOML TROHME.
N44-4HOMb , TIOKAHEWIOYCE ARAOY. &
CEOHXb np'E g,p'lmnma dAAniERMOY

| MOA4CTh + HMANACYHO * MOKAHHIE

I=| HEeHomoy' LpeTRIK BAMOATRTIO H LyieApdTa-

e

[=2 MH #ANHOPS A HATO ¢HA TROKMD - ch HHMH e
|=3 BAcBEéNL Kol cb NpBeTHML 7 BAPLIML A KHE0-
|=4 TRoperprimi AXomL i niia A npHerioliga +

|=5 [ cfice moit - ke nppoiconit TROME

|6 HagAHOML, NOKARE LIy c¢ ARA0Y W

|=7 crotxb NphrpBLucHHKL WaAHTE Koy

-8 noadeTh - A MANACVHO - NOKAIRHIE

Figure 1: The Automatically Read Text of a Segment of
Sheet 2b Prayer Book (Euchologion) from 1570.

The greatest number of errors in text recognition refers
to cases in which the model outputs accent marks in
accordance with the material on which it was trained,
although in the text of Prayer Book (Euchologion) these
marks were not used: so instead of LHEAPOTAMH 1/2, TRokro
2, NUMH 2, BACBeNb IecH 3, KHROTBOPELIMMB 3/4, ,A,ﬁowlb 4,
MPHCHOMBA 4, MoH 5, TEOMMb 5, NAQANOMbL 6, cBOMXbL 7,
npBrpELLeHHXD 7, tenoy 7, NOAACTD 8, MANACVNO 8, mokamNie 8
the model outputs uJeAPo"rAMH 1/2, TROKIO 2, NHMH 2, BACBEND
KeH 3, ;Kn'so'mé?eum‘wlb 3/4, ARomb 4, n;)n'cnon'm 4, mon 5,
TROHMb 5, NAQANOMB 6, CROHXbL 7, np'Br‘p'BméNbe 7, remoy 7,
noAdeTh 8, MaNAcvNo 8, mokainie 8. Along with the accent
marks, the model inccorectly reads a pajerak mark in two
examples only: instead of IEAHNOPOANARD 2, MOKARBLLIOY 6
there is the incorrect lé,A,linoPo',A,“NXro 2, nom\hiB“Luoy 6. In one
example, instead of oxia there is an incorrect double
circumflex: instead of sArbimb 3 there is the incorrect
BATbIMb 3.

The same problem is exhibited by the comparative
presentation of the photograph of a part of sheet 5b Psalter
with Appendices (1638) and the automatically read text.

BHKCT 4 EKZEAXE OYCAHUIAME Eiie Mp AR

AH MO ELCISPLETH PACIPOCTRANHAL ME

KCiH + 0y ljIEAPHME HOYCAHILH MOATEOY

MOI0 * CHOEE MAMECUIH AokoA Tewio

8 CpBATH * EBCKOYI0 , AOERITE COYITHNNAL
HigteTie Aoy TOYEEANTE Mo Oy AHEIN Th »

|4 bhreria BL3RAXL ofeAHIIA Me BXe NpAR -
1-5 Aft MoK Bl cicpLETT pACIPOCT PANHAL Mé-
16 1écin - offiyréApH Me H oA LM MOATROY
-7 Motd - chidBe YATBELTH A0 KOAT TéLLICO—
[=8 cpuAiH - BLeKkoyd, ABELITE COYKTHHAA

1-9 fiperre Ankoy H ofREAHTE Ico oFAHRIH b -

Figure 2: The Automatically Read Text of a Part of Sheet
Sb Psalter with Appendices from 1638.
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Here, too, the largest number of errors refers to cases in
which the Dionisio 1.0. model outputs accent marks
according to the patterns of their use in the Venetian books
that served for its training, although in the text of
Ginammi’s Psalter with Appendices these marks were not
used. Thus instead of Rb3gAXb 4, Oy CAHLLIA 4, NPABAH 4/5, mote
5, CIC‘)LB'I'I/I 5, PACTIPOCT PANHAD 5, Mme 5, Kcin 6, OyLHEAPH 6,
Oy CAHLUH 6, Moto 7, choge 7, A0 I0A 7, 'remlcoc?b,zs,'l'n 7, BBCKOY'HO
8, AtBbITE 8, coyteThhaa 8, Abikoy 9, oyRBAMTE 9, maKo 9,
oyAHEin 9 the model incorrectly outputs Bb3RAXL 4, m}‘cMiLUA
4, H‘M'.BH,A,I)I 4/5, Mok 5, clc‘)b's'l'l'd 5, ‘)Acnpoc'r‘)&nm\b 5, Mé- 5, Kcin
6, ofieapn 6, ofcarmn 6, mor 7, cNoRe 7, A0 KOAB 7,
TéLuKocfliATM 7, BbeKoyH 8, AHEBITE 8, COYKTNNAA 8, AbKoy O,
ofeBanTe 9, Kico 9, of'aligin 9. Here, as well, the other types
of errors are confirmed by isolated examples: pajerak
mark: instead of MPARAH 1/2 there is the incorrect npA’BﬂA,h
1/2; space between words: instead of me 5 the incorrect mé-
5; initials: instead of Bbmieraa 4 the incorrect bhiraa 4;
incorrect accent recognition: instead of W 6 there is the
incorrect A 6.

The given examples of the most common errors show
that, despite the high percentage of incorrectly recognized
characters, after the automatic post-correction of the
transcripts which would include accent marks removal
using the Search/Replace chosen chars in transcript option,
the Dionisio 1.0. model can also be very efficient in
recognizing Serbian Church Slavonic books created in the
printing houses of Jerolim Zagurovi¢ and Bartol Ginammi
during the 16" and 17" centuries.

The greatest number of errors in the automatic
recognition of the text Lenten Triodon (1561) by Stefan of
Scutari and Prayer Book (Miscellany for Travellers) (1566)
by Jakov of Kamena Reka also refers to the recognition of
accent marks. However, what distinguishes these books
from the books from the printing houses of Jerolim
Zagurovi¢ and Bartol Ginammi is that accent marks are
actually used, yet in different positions compared to the
books from the printing house of Bozidar and Vicenco
Vukovi¢ on which the Dionisio 1.0. model was trained. To
illustrate this claim, we will first use a comparative
presentation of a part of sheet 3a Lenten Triodon (1561) by
Stefan of Scutari and the automatically read text using the
Dionisio 1.0. model.

nnemacscoqﬁ'ruﬁo + ‘j’é 2-1 BAACIIA ce coyRTHOR - H AL

mc‘Zucpoqmmntumu HCp
qov;uo\;tpolfw:t . wq’k
CTH luuunmcom EMeEe, H
MoAc ThMHOCTABAKNIE S

(;‘,mmcu EATO np'km'tuu're
e 03 ipA PucoM
gHLjoy XEoNEYLCh TEOPH dr
AL, CTHHMZAETeME X4

2-2 3R cnkpoyILEN WEA AL 1 cp-
2-3 uoyaoroviioy TEET - Wit-
24 ¢TH KANiNE PAIOAKEYE Be, i
2-5 nopARL MH GeTaR Atenile =
2-6 € atinb cul sRronphtiliTe-
2-7 Ab =
2-8 BHUey Ysonéitieh TROpH Ar

3 ipA Pocopd-
2-9 FAb, CTBIMMEAETEME * XAA -

Figure 3: The Automatically Read Text of a Part of Sheet
3a Lenten Triodon from 1561.

Errors in accent mark recognition: instead of gaaewpa 1,

COyHETNO 2, c'blcpoyLuéNN'Bﬁ 2, c’?uoy 2/3, Tes8 3, wuk- 3,
SeTARAKNIE 5, néylb cm‘eopﬂ‘ 8, xaa- 9/10 the model
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incorrectly outputs RAAewA 1, coyrThord 1, c’mcpoy"mén"nr&ﬁ 2,
c]m,oy' 2/3, mét 3, Wut- 3, Serdr'Aenie 5, néyises 'l‘Béi)ﬂ 8,
XaA'- 9/10. Errors in recognizing spaces between words are
also of high frequency: instead of A&~ 1, Loy 30R0y1I0y 3, i
37, ¥Bo néylb cm‘sopl‘d‘ 8, &r- 8, ¢ThiuMma AtTemb 9 the model
incorrectly outputs A& 1, uoy3oRoyIpoy 3, k3 7, ¥sonéyinch
Tm’gﬁ 8, &r 8, c¢TommaAETeMs 9. In a fewer number of
examples, errors in recognizing pajerak mark, superscript
letters and titlo mark can be found: 1nstead of C'bKPOy‘LIJGNN'EH
2, Seragalenie 5, xaa- 9/10, c‘)— 2, s 7 the model incorrectly
outputs cmcpoy’tuéﬁwﬁu 2, Gerd’atetiie 5, XAA - 9/10, ¢p- 2,

A comparative presentation of a part of sheet 7a Prayer
Book (Miscellany for Travellers) from 1566 and the
automatically read text using the Dionisio 1.0. model
displays similar errors.

RAMb HETO H FEANTA « nbxga'nnﬂiﬁ (GMhe
g14 1€3p15h + 1wam~mnecmqws o Hamie

pmbc*rﬂh.sfrb 3osqu v HETAWAH pxm,aw
T BUOY 1 INTATEARALY ARHFHL! HADEE
A0V 5 MEMEHSBTROHTH » €1, B
rAb, K BRI

r

whT "“w

O A dIth o

I-1 n&AMb Ne BO K 3e|uu\|z\ noxsm\wrero WrbeT-

-2 Ria 1¢3bikh - IWAKIMb ReCEAHT ce - H ANBNA

|-3 TPEKLCTREKTL 30BELINA - NENAWAH pAKAAK
I-4 b Buoy d MATATEA NHLLY KH3NbI NALLIGH =
|=5 /i cRBTMOY, METENHKL TBOH TH - ¢b, B =

|-6 RORAAKD - PAL, & RLLINBIMXb

Figure 4: The Automatically Read Text of a Part of Sheet
7a Prayer Book (Miscellany for Travellers) from 1566.

Errors in recognizing accent: instead of Neso 1, 3emam 1,
MOXRAAHTE K 1, WebeTRia 1/2, le3blkE 2, RecéAHT 2,
prmbc'rs)ﬁl%'rb 3, NeMAWAH 3, PA;K,A,A}%— 3, nuTaTeA NHLY 4,
Ku3nsl 4, Nawer 4, 1 5, M¥venHKb 5, KoNpAKkb 6 the model
incorrectly outputs ne 56 1, 3eMAR 1, noxRAAHTEH 1, WebeTRIA
1/2, 1é3blkb 2, RecéAWT 2, 'r‘)l;;Kbc'rBXIém 3, NeMAWAH 3,
?A)K,A,Alé 3, nUTATeA NHLY 4, KH3NBI 4, NaLete 4, H 5, MEvénHich
5, ROKAAKDL 6. A certain number of errors is connected to
recognizing spaces between words: instead of neso 1,
MOXBAAHTE 19 1, pakAAR-3, BT Moy 5 the model incorrectly
outputs Ne B0 1, moXBAAHTEH 1, PA;K,A,AIé 3, ee'bTMmoy S. Several
errors in recognizing letters may perhaps be related to poor
quality of the photograph: instead of ¢ 5, konpaks 6 the
model incorrectly outputs ¢b 5, BoAAKD 6.

The illustrated examples of the most frequent errors in
Lenten Triodon (1561) and Prayer Book (Miscellany for
Travellers) (1566) show that the Dionisio 1.0. model can
be used for obtaining transcripts that can, after appropriate
manual correction, be used for creating specific models for
automatic text recognition of the aforementioned two
books.
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3. Applying the Dionisio 1.0. Model on Books
from Other Serbian Printing Houses of the 15"
and 16™ Centuries

In the second experiment, the performance of the
Dionisio 1.0. model was tested on selected books from
other printing houses of the 15th and 16th centuries
(Cetinje, Gorazde, Gracanica, MileSeva, Belgrade and
Mrksa’a Church). During the research, we started from the
hypothesis that the model trained on the material of books
from the Venetian printing house Vukovi¢ will be useful
for books from other printing houses, since there are not
many orthographic variations in Serbian Early Printed
Books as there are in medieval manuscripts.

The results of the experiment are shown in the
following table.

\Book (Printed House, Year) CER
Octoechos, mode 1—4 (Cetinje, 1495) 8.24%
\Psalter with Appendices (Gorazde, 1519) 6.44%
Octoechos, mode 5—8 (Gracanica, 1539) 11.11%

\Prayer Book (Euchologion) (MileSeva, 1546) [5.43%

Tetraevangelion (Belgrade, 1552) 11,28%

Tetraevangelion (Mrksa’s Church, 1562) 12.06%

Table 4: Application of the Dionisio 1.0. model on
publications from other printing houses in
the 15" and 16" centuries.

Based on the previous table, it can be concluded that the
Dionisio 1.0. model achieved the best results in the
automatic recognition of the text of Prayer Book
(Euchologion) (1546) from the printing house of the
MileSeva monastery and Psalter with Appendices (1521)
from the Gorazde printing house. These results can be
explained by the fact that Prayer Book (Euchologion)
(1546) had been printed in MileSeva with the same
typographic characters as Psalter with Appendices (1521)
from Bozidar Vukovié’s printing house, as well as by the
fact that Psalter with Appendices (1519) was printed in
Gorazde using the typographic equipment imported from
Venice (Lazi¢, 2020a).?

To illustrate the efficiency of the Dionisio 1.0. model
we may firstly use the comparative presentation of the
photograph of a part of sheet S5b Prayer Book
(Euchologion) (1546) from the printing house of the
MileSeva monastery and the automatically read text in
Figure 5.

In this book, as well, the greatest number of errors
refers to accent marks recognition: instead of Aménn 4,
HCTHNBIM 4, }é,A,I/iNO})éA,NAAPO 4/5, ¢Taro 5, u Me 7, cnoA0BALLLAM
7, Wioy 10 the Dionisio 1.0. incorrectly outputs vménn 4,
eTHNbIN 4, tié,A,M'NO‘)éANA&r‘o 4/5, ¢T&ro 5, i Mé 7, cnoAdBABLLAM
7, Whoy 10. Other errors are fewer in number and relate to
recogizing initials, spaces between words and pajerak

8 Scholars likewise claim that Psalter with Appendices (1519)
and Prayer Book (Euchologion) (1544) from Gorazde printing
house could have been printed in Venice, as well, which
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mark: instead of W viménn 4, noas 9 1 AP'I;'BNXr& 10 the model
incorrectly reads Aménn 4, no oAb 9 1 ,A,‘)'E’BHNXN‘ 10.

4 nAMENH TEORMA FHERE ﬁ'rnm.m-uﬁi,,-
ﬁ),,,.mo p0AN44ro TEORIO G4 FCT4rg:
TEORr0 X4+ m;mmpoyno\{ MOI0 114
palsal 'molﬂ'o,nmfo cno,;msmdrotmm
ﬁruwrumc?oun\[ AMétH 'momuo\e,ii _
ROAMKPOB D KERALTBORXE CHXpAnHTHEE «
E:euuﬁiuéro,utnnmwm npbalcTs o
I=4 Viménn TRoKMb TH BKe HeTHnbIn - A K-
|-5 AHHopdAHAARS TROKMO ¢HA H ¢TAro
|=6 TBOKIO AXA - BL3AKMAK poyKoy MOK NA
I-7 paBa TRoKM, H Wé - Mo ASBABLLIARG ¢ npH-
|-8 5ErHoyTH Kb ¢TOMOY HMENH TROKMOY, W
1-9 no Ab KKpSRW KKpHAL TROHXb cbXPANHTH c¢ -
I=10 Wxkénn ® néro ApBER HEK WOy MpBABCTD -

Figure 5: The Automatically Read Text of a Part of Sheet
5b Prayer Book (Euchologion) from 1546.

Similar errors are indicated by the comparative
illustration of the photograph of a part of sheet 35a Psalter
with Appendices (1519) from the Gorazde printing house
and the automatically read text using the Dionisio 1.0.
model.

- W B ettt o LT -ulcnr.." T L1 I

i'fn'rm npdseanin Giin + npduti
ME no.kosdn'rmoxaam HoRE g
AN AHTECETRHRLIOVCAe s » BLY A TH
PR AECETO €T JOVHNEAONTE kMO
L0 WK NOROY < A0EpE NOfiTE kMOTEE
* BLCRARYARH + fikongdR0 CAORD rite~ Rt ci
AEAAKIOBLBE R + AIOBHTLMATAINIONY 18
|=14 NMPaiHTe ce npAReAHIH G TH - NPARLIM
[=15 Mb MOASBAKTL NOXRAAA - Feror A —
|=16 AlTe ce TRH Bb MoyeAeKb - Bb 'AATH
[=17 pit AecéTo cTpoyHE MOKHTE KMoy
|- 18 HOROY' + AOBPE MOHTE MOy R
|=19 Bb cBAHLANH - Kico MPARO CAGRO Mhite - H BheA
1-20 ABAa 1Mo Bb BEPTE + AKBHTD MATBINE 1 e¥ab
Figure 6: The Automatically Read Text of a Part of Sheet
35a Psalter with Appendices from 1519.

corresponds to the widespread practice of the time to place a
counterfeit place of printing on the colophonies of editions (Lazi¢,
2020a).
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The previous illustration demonstrates how the
Dionisio 1.0. model makes the most frequent errors while
recognizing accent marks: instead of npAseanin 14,
noadBateTh 15, néxgaAa 15, uenogEaanTe ce 15/16, ydaTipn
16/17, rmoy 17, AoBpE 18, #ro 19, MAThINK 19, ¢Sab 19 the
model incorrectly outputs n‘)z(se,a,n'l'ﬂ 14, nopdsakTs 15,
noXBAAA 15, Ficriora, anme ce 15/16, yraaiiph 16/17, émoy 17,
Aésp'ﬁ 18, #ro 19, mATbINKG 19, ¢8ab 19. The other errors
pertain to recognizing spaces between words, pajerak mark
and initials: instead of npA’sbm— 14, yaari- 16,
Aecé’roc’rpoy’nwh 17 the model incorrectly reads: npA’Bbm 14,
\y&z\"'m 16, aecéTo c'rl)oy"nwts 17; instead of ucnogBaAHTE ce
15/16, \J/‘A:/\’I‘l‘/l— 16 there is the incorrect FcnoEA anTe ce
15/16, \}/‘Ail\"'l‘l‘/l 16; instead of PA\?‘M”N c¢ 14 there is the
incorrect HPA\?M'Te ce 14. There is merely one example of an
incorrectly recognized letter: instead of BbekAHUANK 19 the
model incorrectly reads gb ceAHUANM 19.

The Dionisio 1.0. model also shows a similar
performance during the automatic recognition of the text of
the oldest printed Serbian Church Slavonic book —
Octoechos, mode 1—4 (1495) from the Cetinje printing
house. The percentage of unrecognized characters is
somewhat higher than in the previous two books due to
poor photo quality and issues with recognizing certain
letters and punctuation marks.

To illustrate the efficiency of the model, we will use a
comparative presentation of a part of sheet 33b and the
automatically read text in the following figure.

-9 Nia AenABHL MOMbICAL MPOTHRHBIMXL - NA

I=1Q T& MoK HA AEKA0Y cAORE BKIH BL3AGKHXL pa-
I=11 Bb TROH - W BpArL HEBHAHMBIHXD - + BBew
I-12 R'cicAro HANAAANTA Mé A3EARH

I-13 Oy1e A pHEL Hico BLIKAHTEAL Bhe ch3ALNie -

| =14 vAKOARETA pAAN - HEA3peTEHNOR NHILjIE

I=15 Tord - Bb 3éMAKH MHpoy cAORE BXIH rpEXbI Ko

I=16 MmAcoAL - BE3MH H MOK BpEMe MprEXORNOK -

Figure 7: The Automatically Read Text of a Part of Sheet
33b Octoechos, mode 1-4 from 1495.

In this book, too, the largest number of errors in the
automatic text recognition occurs with accent marks:
instead of ébmb 8, denabns 9, NA 9, moto 10, TroM 11,
BBewreicAro 11/12, nssagn 12, ko 13, ch3panie 13,
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NGI/’ISl)GYéNNOW 14, nrweroro 14/15, 3ématent 15, 1iko 15, Bb3MH
16, 1 16 the Dionisio I1.0. model incorrectly reads: étmb 8,
HenABNb 9, na 9, Motd 10, TRow 11, 5'5ew g'ecaro 11/12, A3sABH
12, Bko 13, cb3panic 13, Neﬁgye?énnom 14, nvéror 14/15,
3éMAaken 15, Bko 15, ge3mn 16, # 16. The issues with
recognizing spaces between words and pajerak mark can
be illustrated by the following examples: instead of
viﬁsoy“)em— 8, napékaoy 10, ssew- 11 there is the incorrect
vﬁsoy’yes:\ 8, Ha aéipoy 10, sbew 11; instead of sbewrekdro
11/12 there is the incorrect s5ew Rckcaro 11/12. In this book,
as we have already mentioned, the Dionisio 1.0. model
likewise incorrectly recognizes certain letters and
punctuation marks: instead of W 8, seikanTeAs 13, MXcPAL
16 there is the incorrect W 8, BblkaAHTeAb 13, MAcoAb 16;
instead of neBMAHMBIMXbL, 11, Fi3sdgu :-12 there is the
incorrect NeRUAHMBIMXb - = 11 W3BARH :-12.

In the rest of the books listed in Table 4, (Octoechos,
mode 5-8 (1539) from Gracanica, Tetraevangelion (1552)
from Belgrade and Tetraevangelion (1562) from Mrksa’s
Church), the CER is slightly higher, around 11-12%. The
categories in which the Dionisio 1.0. model outputs errors
are mostly the same in all three books, so we will only take
a comparative presentation of a part of sheet 27b
Octoechos, mode 5—-8 (1539) from Gracanica and the
automatically read text as an illustration.

I=1 Ofer&BHTH BoAB3NLI X6TE PAKOMb - A Momoténia mpti-
|-2 BAFBIM FH Be Moit - pacnéTie TpEnHIIN ondeHot - A KAR
|-3 YhRLKOVILAELIH HE3AOBHRE - HALLY POpecTh WEMAHR

| -4 3A0BNYH0 - OVFtA3RH ce CAORE pEBPL MPOBOAENTEMb - H -
1-5 3&b1 nALIe Kico BAKA HeLBARE - TEM ke W BhemBRAEMb
1-6 TROE cAXRNOEXOTEHIE - F MOKAKNIARLYE ¢¢ vb TEMb -

I-7 «conic, 1 oYY, i TLeTD - A MHKe AAPORA cROE MEMH-

1-8 p¥, MHp A BéAiH MATH = XOTe poyo MoAoikétie

Figure 8: The Automatically Read Text of a Part of Sheet
27b Octoechos, mode 5—8 from 1539.

The greatest number of errors is related to the
recognition of accent marks: instead of soat3ns1 1,1 1,2, 5,
6, 8, Mon 2, 'rybnnum 2, MONOCHOE 2, b Rblcoy'mz\ému 3, WéMAK
3, n‘)oso,A,éN'l'eMb 4, 3861 4/5, BK0 5, AcrBARE 5, BhenERAMD
5, TRO¢ 0, cAABNo¢ XOTENie 6, NOKAANIILIE & 6, HMHKe 7,
cBOEMS MH- 7, BéAlto 8 the Dionisio 1.0. model incorrectly
outputs oAB3NbI 1, A 1,2, 5, 6, 8, Mok 2, Tprnnwum 2, nondenoe
2, YbBbKOYILIAGILIN 3, WemaK 3, n‘)oso,A,éN'l'éMb 4, 153861 4/5, Ko
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5, AewBAmé 5, BbenBRAEMb 5, TRoE 6, cAABNOEXOTENie 6,
MOKAANIAKLIE c¢ 6, A MHke 7, cRoé MY¥MH- 7, RéAito 8.
Recognizing spaces between words represents the
problematic issue in a multitude of cases: instead of xkab-
2, vb BbKOYLIAELIM 3, cA&BHOE XoT'ENie 6, whTéMb 6, HiMHiKe 7,
cBoEMY MK~ 7, poyiconoao:kénic 8 the model incorrectly outputs
KA 2, YHEBIOVILAELIM 3, CARBHOEXOTENC 6, vh TéMb 6, i MHKe
7, cRoé MEMH- 7, poy'lco noaoxkénie 8. The other errors pertain
to the recognition of superscript letters and pajerak mark,
as well as regular letters in a few examples: instead of kab-
2, MATh 8 the model outputs kAR 2, MATH 8; instead of
Tmike 5 there is the incorrect TEm'ke 5; instead of nonowuénTa
1, ®Ab- 2, Wémake 3 the model reads nomowénia 1, KAB 2,
WémAK 3.

The quantitative and qualitative analysis conducted in
this chapter demonstrates that the Dionisio 1.0. recognizes
the text of the Serbian Church Slavonic books created in
other printing houses of the 15" and 16" centuries with
varying degrees of success. The quantitative analysis shows
that the lowest CER was recorded in books from Mileseva
and Gorazde printing houses, which is expected
considering the fact that these books were printed using the
typographic printing equipment from Venice. An
acceptable CER was noted during the recognition of
Octoechos, mode 1—4 (1494) from the Cetinje printing
house, while this percentage exhibited in books from other
printing houses (Belgrade, Gracanica, Mrksa’s Church)
underscores the need for training a new version of the
generic model with improved performance. The qualitative
analysis showed that the Dionisio 1.0. model usually makes
errors when recognizing accent marks, but also when
recognizing spaces between words. The errors in
recognizing superscript letters, pajerak mark, initials and
regular letters are far less common.

4. Creation and evaluation of the generic
model Dionisio 2.0.

When creating a new version of the model, we started
from the transcripts of Serbian Church Slavonic books
listed in Table 4 obtained using the Dionisio I1.0. model. By
means of the manual correction of the transcripts, the
Ground Truth® data was obtained for training the generic
model Dionisio 2.0. In accordance with our findings on the
interdependence of model success and the amount of
training data (Polomac, 2022), as well as similar findings
for Church Slavonic books from the Berlin State Library
(Neumann, 2021), the goal was set to provide a critical
mass of at least 10000 words for each printed book in order
to train the generic model Dionisio 2.0. While training the
generic model Dionisio 2.0. we used the Ground Truth data
prepared for the Dionisio 1.0. model (see Table 1 here), as
well as the new Ground Truth data from Serbian Church
Slavonic books printed in other printing houses of the 15"
and 16" centuries listed in the following table.

° The term Ground Truth Data in machine learning refers to
completely accurate data used to train the model. In our case,
these would be exact transcripts of digital photographs of the
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\Book (Printed House, Year) Word
count
Octoechos, mode 1—4 (Cetinje, 1495) 15,667
\Psalter with Appendices (Gorazde, 1519) 16,445
Octoechos, mode 5—8 (Gracanica, 1539) 15,179
\Prayer Book (Euchologion) (MileSeva, 1546) {15,003
Tetraevangelion (Belgrade, 1552) 15,333
Tetraevangelion (Mrksa’s Church, 1562) 15,733

Table 5: The Dionisio 2.0. model — Ground Truth data
from other printing houses of the 15th and 16th centuries.

The performance of the generic model Dionisio 2.0. is
shown in the following table.

Word | Number | CER on CER on
count | of epochs | Train set | Validation set
176,481 200 2.03% 2.44%

Table 6: Performance of the generic model Dionisio 2.0.

In order to compare the performance of the two models,
we tested them on ten sheets from Psalter with Appendices
(1495) from the Cetinje printing house and Hieraticon
(1521) from the Gorazde printing house, the latter two
representing Serbian Church Slavonic books that did not
form the material for training the model. The results of the
experiments are shown in the following table.

Book Dionisio 1.0. | Dionisio 2.0.
(Printed House, Year) CER CER
\Psalter with Appendices 5.71% 1.50%
(Cetinje, 1495)

\Hieraticon 9.38% 4.61%
(Gorazde, 1521)

Table 7: Comparing the Performance of the Two Models
on Books from Cetinje and Gorazde Printing Houses.

As can clearly be seen from the previous table, the
Dionisio 2.0. model displays significantly better results
compared to the Dionisio 1.0. model. To illustrate the
exceptional efficiency of the Dionisio 2.0. model we
provide a comparative presentation of a part of sheet 3b
Psalter with Appendices (1495) from Cetinje printing
house and the automatically read text in the figure 9.

As we can see in the figure, the Dionisio 2.0. model
erros only in a few examples in which the spiritus lenis and
perispomena are insufficiently clearly differentiated:
instead of ronin 8, nords 9, ¥ierhinord 10, nakA3oyRdTH 11 the
model incorrectly outputs ®nin 8, norrs 9, Actrnow 10,
nakazoyrrs 11. There is a single example of the model
mixing spiritus lenis and oxia: instead of Whpe 13 there is
the incorrect Wrae 13. The space between words was also

manuscript. For more details on this term, see Transkribus
Glossary at https://readcoop.eu/glossary/ground-truth/.

PAPERS



https://readcoop.eu/glossary/ground-truth/

Konferenca
Jezikovne tehnologije in digitalna humanistika
Ljubljana, 2022

incorrect in one example solely: instead of MuETH 9 there is
the incorrect mnt TH 9. In the other examples on the shown
part of sheet 3b the Dionisio 2.0. model regularly
recognizes letters, spaces between words, fitlo and accent
marks. The exceptional efficiency of the Dionisio 2.0.
model in recognizing Psalter with Appendices (1495) from
the Cetinje printing house, especially compared to
Hieraticon (1521) from the Gorazde printing house, has
resulted from the fact that there are no superscipt letters in
Psalter with Appendices (1495), while accent marks are
given in expected positions.

g : 3 L X » -’ ‘ i _— R
Csro PAAH | HZKEBLCLYHNKNIH NEChil cit
- N aADMCKNE HiML OYMEICAHIECE + g
Hae L tirn Bb3pdCTWML | Al BHOY AL fonit
WEuvaimL « E&eoVEm MIETH NOOTE L
HCTHYOR®E Lilie HAKIZOVOTE - NHKEED
ANOCTWALCKOI KTO |, NAKE NPPeVLCKOE 34
TORELATe BMHOrUHEL « 1 AEIHERHTL |
OYLOENE KOPLA BLAMETE NpH éms Biige -
| =6 Cérd pAAR, Hike BL eheHHIeHTH Nrienit ¢t
[=7 aawiickbI¢ HAME OVMBICAHLLC c¢ = AA
|-8 flxe ABTH BL3pACTWHME AR Wroy AL Miik
1-9 Wibivadmb - Exe of'BW MHT TH NOKTS,
1-10 FeTHHOR e Alfle HAKAIOVHTE - HHKE BW
I=1 1 &nocTwWabcicod KT8, Hitke Mppwrbeiod 3a-
1-12 nost panie ® MHWFBIHXL + A AEHHBBIHXD,
1-13 oW ASEHT KOTAA Bb NAMETE NpHérL WA -

Figure 9: The Automatically Read Text of a Part of Sheet
3b Psalter with Appendices (1495).

On the other hand, superscript letters, as well as accent
marks, found frequently in unexpected positions, are
present in Hieraticon (1521) from the Gorazde printing
house, which definitely affects a somewhat less efficient
CER in this book. To illustrate the aforementioned, we shall
use the comparative presentation of a part of sheet 9b and
the automatically read text in the following figure.

ypsii wdwfi « 7 pact cRiems , Hie
HIOI MENOY + OEPATIH HAWH FencAX
ABERHYE XL NPESRATEYE X6 HATAKONE
X1 , HELCEH EgATiH NALE » HXKE NH
30BLI ELTROE NPHCIEYENTE 34TROE ER
ro cpf gt RLCEEATAI RRKO » I & TAET
=1 it 1AW - S pABE BRiéMb, i U6
I-2 Aroymeroy - OBPATIH HALLM H cheAS-
|-3 KEEHHLIEXD Npe3 BHTepiXb H AiXKONT
I=4 xb, H BbeBH BpATIH HALIEH - HX Ke npH-
-5 30861 Bb TROE npnvﬂsméﬁ'{e 3A TRO¢ BA-

I=6 rocpiiaiit Bbee BATBI BAKO - TA PAET

Figure 10: The Automatically Read Text of a Part of Sheet
9b Hieraticon (1521).
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The previous illustration points to the fact that the
Dionisio 2.0. model makes errors almost exclusively during
accent marks recognition. Thus, instead of PAS'ﬁ 1, BXieMb
1, me 1, Hroymenoy 2, W 3, NAwen 4, x4, npnsosbi 4/5, TRoE
5x2, npuwsLénic S, BArocpEAie 5/6, RhetsArBl 6 the model
incorrectly reads pAs 1, sXKiémn 1, Nié 1, Aroymenoy 2, 1 3,
nawen 4, Ax 4, npu3sobl 4/5, TRoé 5x2, npuwsipénic S,
SXr‘ocPéATé 5/6, Bbee BATBI 6. Along with the aforementioned
errors, there are a few examples of incorrect recognition of
spaces between words: instead of O S])A"T"I'H 2, b CAS-2,
Alakons- 3 BheéBArsl 6 the model reads OBpATIH 2, ebeas- 2,
ATAKONE 3 Bbee BATHI 6.

5. Concluding Remarks

The research showed how the Transkribus software
platform, based on the principles of machine learning and
artificial intelligence, could be used to create efficient
models for automatic text recognition of Serbian Church
Slavonic printed books from the end of the 15% to the
middle of the 17" century. Having in mind the limitations
of the Dionisio 1.0. model in the automatic recognition of
the text of the Serbian Church Slavonic books printed
outside Venice, the paper describes the process of creating
a generic model Dionisio 2.0., capable of recognizing
Serbian Church Slavonic printed books as a whole. The
generic model Dionisio 2.0. was trained on the material of
the Serbian Church Slavonic books printed in various
Serbian printing houses of the 15" and 16" centuries:
Cetinje, Venice, Gorazde, Gracanica, MileSeva, Belgrade
and Mrksa’s Church. The quantitative analysis of the
performance of this model showed that it could be used to
automatically obtain transcripts with a minimum
percentage of incorrectly recognized characters (about 2-
3%). Most frequently, CER depends on the quality of the
photo of the book, the frequency of use of accent marks and
superscripts, as well as the correct use of accent marks in
the appropriate positions. Using the Dionisio 2.0. model
transcripts of Serbian Church Slavonic printed books can
be obtained automatically, which, after being edited by a
competent philologist, can be used for further philological
and linguistic research, primarily for creating searchable
digital editions of books, as well as electronic corpora, thus
creating opportunities for diachronic research of Serbian
early modern literacy on a large quantity of data. In the near
future, the generic model Dionisio 2.0. will become
publicly available to all users of the Transkribus software
platform, which will enable further improvement of its
performance, which could ultimately lead to the creation of
a generic model for automatic text recognition of Church
Slavonic printed books as a whole.
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