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Abstract 
Language sample analysis provides rich information about the language abilities in the written or spoken text produced by a speaker in 
response to a language task.  Language sample analysis is generally used to assess the abilities of children during language acquisition, 
but also the abilities of adult speakers across the lifespan. Its wide range of uses also allows for the assessment of language abilities in 
educational contexts such as second language acquisition or fluency, the abilities of bilingual speakers in general, and it is also used for 
diagnosis in speech and language pathology. Various computer programs have been developed to assist in the language sample analysis. 
However, these programs have been developed mainly for English and are often not fully open-access or do not provide data on 
population metrics, history of data uploaded by a user, and/or improvements in basic language measures. The time needed for 
transcription and the linguistic knowledge required for manual analysis are considered to be the main obstacles to its implementation 
The goal of this paper is to present a web-based application MultiDis intended for the analysis of language samples at the microstructural 
text level in Croatian. The application is still under development, but the current version fulfils its main purpose – it enables the (semi-) 
automatic calculation of measures reflecting language productivity, lexical diversity, syntactic complexity, and discourse cohesion in 
spoken language, and provides users with socio-demographic and linguistic metadata as well as the history of uploaded transcripts. We 
will present the challenges we have faced in developing the application (e.g., annotation system, text standardisation), future 
improvements we plan to make to the application (e.g., syntactic parsing, speech-to-text, multilingual analysis), and the possibilities of 
its use in the wider scientific and professional community. 

1. Language sample analysis 
Language sample analysis provides rich information 

about the language abilities in the written or spoken text 
produced by a speaker in response to a language task, e.g. 
storytelling, written essay, description of a picture, 
answering questions, etc. It is an ecologically valid means 
of language assessment that can be used along with 
standardised language tests because it provides data that 
tests cannot. Compared to standardised tests, language 
sample analysis has greater ecological validity because it 
reflects the natural everyday situation of language 
production. Consequently, it allows for a more in-depth 
analysis of specific morphosyntactic, semantic, and 
pragmatic features. Due to its lower bias, it proved to be 
more suitable for studying regional variations and dialects 
compared to standard questionnaires (e.g., Samardžić and 
Ljubešić, 2021). Language sample analysis is generally 
used to assess children’s abilities during language 
acquisition, but also adult speakers’ abilities across the 
lifespan (e.g., Westerveld et al., 2004). Its wide range of 
uses allows for the assessment of language abilities in 
educational contexts such as second language acquisition 
or fluency (e.g., Clercq and Housen, 2017), the abilities of 
bilingual speakers in general (e.g., Gagarina et al., 2016), 
and it is also used for diagnosis in speech and language 
pathology (e.g., Justice et al., 2006). This type of analysis 
is widely used in some countries, but in many countries, 
scientists and professionals are unaware of its benefits or 
find it too complex and time-consuming (see Heilmann, 
2010; Klatte et al., 2022). 

The process of collecting language samples involves 
several steps. First, a speaker is given a language task, for 

example telling a story based on a picture, and is recorded 
while performing this task. The recordings are then 
transcribed using special codes and are divided into smaller 
units of analysis, e.g., communication units (C-units; see 
Labov and Waletzky, 1967). Special codes mark different 
features of the spoken language or deviations (e.g., 
repetitions, omissions of vowels, use of regionally marked 
words, morphosyntactic errors, etc.). When written 
language samples are collected, the speaker responds to the 
task in writing, but all further steps are the same. Once the 
transcripts are produced, they can be analysed in various 
computer programs that enable (semi-)automatic 
calculation of different language measures. 

Language sample analysis provides information about 
language abilities at two levels of text structure (Gagarina 
et al., 2012). First is the microstructural level, which refers 
to the internal linguistic organisation and includes text 
length, vocabulary use, morphosyntax, cohesive devices, 
etc. At the microstructural level, one can observe, for 
example, which language structures have emerged during 
language acquisition or how complex they are in terms of 
their internal features. The macrostructural analysis allows 
for assessing the ability of the hierarchical organisation of 
the text (e.g., in storytelling, whether the speaker has 
expressed a goal, an attempt, an outcome, etc.). At the 
macrostructural level, one can examine how successfully a 
speaker connects sentences according to a language task. 
By examining these elements, one gains insight into the 
quality of an individual’s language when performing a 
particular language task, but also indirectly information on 
her or his language skills in general. 
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1.1. Language measures 
Different aspects of microstructure correspond to 

several dimensions, such as productivity, lexical diversity, 
and syntactic complexity. A set of (semi-)automatic 
measures has been proposed to assess language abilities at 
the microstructural level. Productivity refers to the amount 
of language (words or utterances) produced (Leadholm and 
Miller, 1992). Measures of productivity include the total 
number of C-units or the total number of words (TNW). C-
units are often used instead of utterances in spoken 
language analysis (see MacWhinney, 2000). The basic 
criteria for dividing a sequence of spoken words into 
utterances are intonation and pauses. However, transcribers 
may rate the utterances differently against these criteria, 
which results in lower inter-rater reliability (Stockman, 
2010). C-units consist of one or more clauses. A clause is 
any syntactic unit consisting of at least one predicate. A 
complex sentence with one or more dependent clauses 
constitutes one C-unit, while a compound sentence is 
divided into two or more C-units, depending on the number 
of independent clauses. Studies have shown that measures 
of productivity can distinguish children with typical 
language status from children with developmental language 
disorders (DLD; Wetherell et al., 2007), bilingual from 
monolingual children (Hržica and Roch, 2021), and adult 
speakers according to their language skills (Nippold et al., 
2017). 

Measures of lexical diversity are used to assess 
vocabulary abilities. The more diverse the vocabulary 
produced, the greater the lexical diversity. Measuring 
lexical diversity is more complex and therefore 
methodologically challenging. Traditional measures 
include the number of different words (NDW; Miller, 1981) 
and the type-token ratio (TTR; Templin, 1957). Types and 
tokens can be easily calculated automatically, whereas 
lemmas are more difficult to calculate automatically, and 
require specialized natural language processing tasks. In 
particular, this requires morphological analyses such as 
lemmatisation, part-of-speech (POS) tagging, or 
morphological segmentation. In languages with rich 
morphology, the lemma-token ratio would be more 
appropriate, but due to the time-consuming nature of the 
task, this has rarely been done (see Balčiūnienė and 
Kornev, 2019). Another problem with measures of lexical 
diversity and measures of productivity is that they are 
affected by the length of a language sample (Malvern et al., 
2004; McCarthy, 2005). 

To overcome these limitations, alternative measures 
have been developed, such as D (Malvern and Richards, 
1997) and moving average type-token ratio (MATTR; 
Covington and McFall, 2010). The measure D is based on 
modelling the decrease in TTR with the increasing size of 
the language sample using mathematical algorithms. 
MATTR calculates TTR for text windows of a fixed size, 
e.g., 500 words. The window moves through the text and 
calculates TTR for words 1-501, 2-502, etc. At the end of 
the text, all TTRs are averaged to determine the final score. 
However, it is not yet clear which of these measures 
provides more reliable results, as the results of validation 
studies vary (see deBoer, 2014; Fergadiotis et al., 2015). 
Regardless of methodological limitations, these measures 
can distinguish the abilities of children and adults with 
typical language status from children or adults with DLD 
(e.g., Hržica et al., 2019; Kapantzoglou et al., 2019). 

Measures of lexical diversity have also been found to 
correlate with standardised vocabulary tests in bilingual 
children (e.g., Hržica and Roch, 2021). 

Syntactic complexity refers to the range of syntactic 
structures and the degree of sophistication of these 
structures in language production (Ortega, 2003). It is 
usually measured by calculating the average length of the 
C-unit. The length of the C-unit increases when there is a 
dependent clause or when the syntax within the clause is 
more complex, for example when the clause is extended by 
adding attributes, appositions, or adjectives. Measures of 
syntactic complexity have been shown to distinguish 
between different groups of speakers, including children 
with DLD and adults of different ages (e.g., Rice et al., 
2010; Nippold et al., 2017). In addition to the average 
length of syntactic units, other measures of syntactic 
complexity include clausal density (i.e., the total number of 
main and subordinate clauses divided by the total number 
of C-units) and mean length of clause (main or 
subordinate), and they are also commonly used (e.g., Scott 
and Stokes, 1995; Norris and Ortega, 2009). Because of the 
variety of measures and the different methods of 
calculation, little is known about which measures are 
appropriate concerning typological differences between 
languages, and some of these measures are not always 
automatic. 

In the last decades of the 20th century, various computer 
programs have been developed to support language sample 
analysis (overview: Pezold et al., 2020), but they are often 
not user-friendly. More recently, web-based programs have 
been introduced that allow for the analysis of language use 
at different linguistic levels (e.g., Coh-Metrix; McNamara 
et al., 2014). The measures are based on basic calculations 
(e.g., TTR, MLU), but there are also advanced measures 
based on language technologies such as the annotation of 
morphological, syntactic, and semantic features. Such 
applications are mainly developed for English or other 
widely spoken languages and are often not fully open-
access. There is an increasing awareness of the importance 
of language sample analysis as a complementary method in 
language assessment. The time needed for transcription and 
the linguistic knowledge required for manual analysis are 
considered to be the main obstacles to its implementation 
(Pezold et al., 2020). Therefore, the development of a tool 
for the automatic calculation of language measures could 
make naturalistic language assessment more feasible. 

2. Goal of the paper 
The goal of this paper is to present a web-based 

application MultiDis, intended for the analysis of language 
samples at the microstructural level in Croatian, which 
enables the (semi-)automatic calculation of measures 
reflecting language productivity, lexical diversity, syntactic 
complexity, and discourse cohesion in spoken and written 
language. We will present the challenges we have faced in 
developing the application, future improvements we plan to 
make to the application, and the possibilities of its use in 
the wider scientific and professional community. 

3. Development of the MultiDis web 
application 

Existing computer-based resources used to analyse 
children’s or adults’ language abilities are either developed 
for English only or do not provide data on population 
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metrics, history of data uploaded by a user, and/or 
improvements in basic language measures such as NDW or 
TTR. The Computerized Language Analysis (CLAN; 
MacWhinney, 2000), for example, is a freely available 
desktop application whose users are expected to have a high 
level of language and transcription expertise. Text 
Inspector (2018), on the other hand, is a web-based 
application, but it is only designed for the text analysis of 
the English language and the target users are mainly first or 
second language acquisition teachers. We aim to develop a 
web-based application that fosters the analysis of language 
samples in Croatian. Our target users work at least partly 
with spoken language (e.g., language diagnostics 
performed by speech and language pathologists), so the 
application should support both written and spoken 
language analysis. The application is currently being 
developed, and we will present the coding system, language 
resources, data collection and language measures that have 
been implemented so far. 

3.1. Annotation codes 
Considering that our target users mostly work with 

spoken language, there are several codes which can be used 
to annotate the data. Computer programs for language 
analysis such as CLAN (MacWhinney, 2000) have an 
entire system of very specific annotation codes. In the 
MultiDis web application, a new and simpler system of 
annotation codes was developed to provide a faster and 
more organised annotation process. The system of the 
codes was designed to include several categories with 
individual codes and subsets of codes. The main idea is to 
have a system of annotation codes that can be changed over 
time according to the following criteria: 

hierarchical (with categories and subcategories of 
codes) 
extensible (adding new categories and codes) 
easily customizable system (each category has a 
recognizable first character). 

To date, the following categories have been established: 
phonotactic codes include conversation markers and 
elements of communication; citation codes indicate 
references to another utterance within the language sample; 
phonetic codes indicate pronunciation and other elements 
specific to spoken language; sociolinguistic codes indicate 
dialectisms, neologisms, foreign words, etc.; correction 
codes indicate errors made at a particular level of linguistic 
structure – phonological, morphosyntactic and/or lexical. 
There is also an additional code for corrections – a marker 
that can be used to exclude a particular segment from the 
transcript and provide a correct or standardised form that 
the application will use to standardise any text before 
moving on to a later stage of language analysis. A full 
description of codes is available on the web page of the 
application: http://www.multidis.com.hr/statistics/. 

An example of multiple annotation codes would be a 
sentence in (1), that would look like (2) in the following 
uploaded transcript. Angle brackets point to a segment that 
needs to be excluded and round brackets point to a 
‘standardised’ form of that segment. In addition, the @d 
code preceding the token ćuko ‘dog’ refers to a dialectism. 
The application will convert the sentence in (2) into the 
standardised form or the sentence as in (3), mapping the 
dialectism and providing this information in the final 
analysis report. 

(1) Dečko i ćuko su ulovili žabicu. ‘The boy and the 
dog caught the frog’ 

(2) Dečko i <ćuko> (@d pas) su ulovili žabicu. ‘The 
boy and the dog caught the frog’ 

(3) Dečko i pas su ulovili žabicu. ‘The boy and the 
dog caught the frog’ 

The annotation system and parsing rules for the 
transcripts were implemented using common Regular 
expressions (regex) in Python (Van Rossum, 2020). 
Regular expressions allow the system to recognise specific 
codes, save the data and convert the language into a 
standard form, so that existing language resources, such as 
tokenizers and lemmatizers, achieve a higher hit rate and 
precision. After annotation and parsing, the application will 
provide a standardised language text on which further 
language sample analysis is performed. 

3.2. Language resources 
The next step in the development of the application was 

the integration of an open-source Python library. We started 
with Stanza (Qi et al., 2020) to solve the following tasks 
common in natural language processing: 

lemmatisation 
POS tagging 
syntactic parsing (sentence and clause 
segmentation). 

In the early stages of developing the MultiDis web 
application, one of the main linguistic resources used was 
Stanza, a Python natural language processing toolkit for 
human language developed at Stanford University (Qi et 
al., 2020). Stanza enables quick out-of-the-box processing 
of multilingual texts. Since we plan to test our use case – 
based on the analysis of children’s spoken language – on 
multiple languages, Stanza has an advantage over several 
other natural language processing models, frameworks and 
neural pipelines, such as Podium (Tutek et al., 2021), 
CLASSLA (Ljubešić and Dobrovoljc, 2019) or BERTić 
(Ljubešić and Lauc, 2021). Lemmatisation and POS 
tagging are fairly accurate (> 85 % of the cases), as they do 
not interfere with the computation of currently 
implemented language measures, though the process of 
delimiting the boundaries of C-units has been an obstacle 
that is currently being resolved. We are also exploring other 
options and planning further analysis and accuracy testing 
for this task. Since the language samples that the 
application will analyse are non-literary texts, we also plan 
to explicitly compare the aforementioned tools in the tasks 
of lemmatisation, POS tagging and morphosyntactic 
description (MSD) using our datasets to improve the 
application’s baseline accuracy in these tasks. The standard 
for POS tagging is MulTextEast language resources 
(Erjavec, 2010), version 4 for the Croatian language. In this 
way, a token ćuko ‘dog’ is annotated as a dialectism using 
the annotation codes for the transcript parsing, and the 
standardised form pas ‘dog’ receives a morphosyntactic tag 
Ncmsn (nominative case, common noun, masculine, 
singular). 

3.3. Data collection – manual annotation of 
transcripts with the new coding system 

In the next step of developing the MultiDis web 
application, it was important to test the annotation system 
and the parsing of the language samples, as the aim was to 
obtain a standardised text with the data on the participants’ 
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socio-demographic and language characteristics, parsed 
with the appropriate annotation codes and available to the 
user along with the morphosyntactic data. Before running 
the analysis, the texts were manually transcribed by 
students and volunteers within the courses Computer 
Analysis of Child Language and Volunteering at the 
Department of Speech and Language Pathology at the 
Faculty of Education and Rehabilitation Sciences, 
University of Zagreb. The test transcripts are the result of a 
storytelling task, mostly Frog where are you? (Mayer, 
1969) and Multilingual Assessment Instrument for 
Narratives (MAIN; Gagarina et al., 2012; Gagarina et al., 
2019; Hržica and Kuvač Kraljević, 2012, 2020). After the 
implementation of annotation codes, these transcripts have 
been successfully standardised and prepared for the final 
analysis. Any other transcript can be uploaded to the 
application and the user can only receive data about their 
uploaded transcripts and not about the transcripts of other 
users. 

3.4. Automation of language measures 
Using the standardised text and the provided language 

data from the previous step in the analysis, the next task of 
the MultiDis web application is to provide users with a 
detailed analysis of language measures. It is important to 
note that the measures are currently calculated 
intertextually, but we plan to compare the individual results 
with the population results, as well as with the baseline 
data. The application incorporates diverse measures that 
can be used in the language assessment such as 
productivity, lexical diversity, syntactic complexity and 
discourse cohesion. The list of language measures included 
in the MultiDis web application is available in Table 1. 

Category Measure Description 
Language 
productivity 

Number of communication 
units (NCU) 

The total number of 
communication units 

Total number of words (TNW) The total number of tokens 
(repeated tokens are excluded) 

Number of different words 
(NDW) 

The total number of word forms 
– types 

Lexical diversity 
Type-token ratio (TTR) The total number of tokens 

divided by the total number of 
types 

Index of lexical diversity D* Based on the VOCD algorithm 
calculates the probability of the 
next token in a sequence based 
on an arbitrarily chosen n-token 
sample from the text 

Moving average type-token 
ratio (MATTR) 

Based on a window length pre-
defined by a user, the text is 
divided into segments and for 
each window length, the TTR is 
calculated – the average TTR 
ratio of each segment is the 
measure of MATTR 

Syntactic 
complexity 

Mean length of the 
communication unit 

The total number of words is 
divided by the total number of 
communication units 

Clausal density The total number of main and 
subordinate clauses is divided 
by the total number of 
communication units 

Mean length of clause The total number of tokens is 
divided by the total number of 
clauses 

Discourse cohesion 
Ratio of connectives The total number of 

connectives is divided by the 
total number of C-units. 
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Ratio of different connectives** The total number of one type of 
connective is divided by the 
total number of all other types 
of connectives in the text 

Table 1: List of language measures implemented in the MultiDis web application (*being tested; **in the process of 
implementation).

The process of automatic analysis of language measures 
is based on precise segmentation of C-units and clauses, as 
well as on the results of tokenisation and lemmatisation. 
Each simple sentence (e.g., The dog is playing with the 
frogs), each complex sentence containing a subordinate 
clause or a parenthetical phrase (e.g., When the dog chased 
the cat away, the birds were happy), and each clause of a 
compound sentence was considered as one C-unit (e.g., 
One goat is in the water and the other is grazing grass). 
Given the fact that we need 100% accuracy on this task, at 
this stage, we are still in the process of developing an 
automatic way of detecting connectives in the text as well 
as clause delimiters. Thus, a user still has to manually 
divide the text into C-units following the above-mentioned 
criteria before uploading a language sample to the 
application. This also means that the user can change any 
automatically parsed C-unit. Collecting a larger amount of 
data will make it possible to train and apply an appropriate 
machine learning model to enable automatic segmentation 
of C-units and clauses. 

At the current stage of developing the application, a user 
can obtain the results of all available language measures 
based on C-unit segmentation, as well as the 
morphosyntactic data and the data provided by the 
annotation codes. It is important to note that the MATTR 
measure does not have a fixed window length; instead, 
there is a default window size that contains 10% of the total 
number of tokens, and the user can manually adjust the 
window size. In this way, we have avoided the possibility 
for the results on MATTR to be the same as the results on 
TTR for language samples with less than 500 tokens, and 
we have allowed the user to define the best window size for 
this measure. Measure D and the number of different 
connectives are currently being implemented and tested 
before these results are made available to users. The 
remaining measures listed in Table 1 have been 
successfully implemented. 

4. Technical specifications of the MultiDis web 
application 

The MultiDis web application is deployed on the 
Croatian Academic and Research Network (CARNET) 
server as a monolithic Docker service. All requests are first 
forwarded to a Nginx service for the static files and only 
then to the application itself via a Gunicorn service (Python 
Web Server Interface Gateway HTTP Server). The 
application and the entire backend logic are written in the 
Python programming language (Van Rossum, 2020) within 
the Django web framework. All data is stored in a MySQL 
database instance on the server. As mentioned earlier, a 
Stanza PyTorch model (Qi et al., 2020) is run with the 
application to infer the language data and provide 
morphosyntactic information. Other open-source libraries 
and packages used are python-docx, NumPy and Pandas. 

The application is designed so that each segment can be 
improved, without compromising our main goals or the 
user’s experience. In this sense, we can also include written 
language samples and provide new annotation codes and 
categories for written language or implement measures that 
are only used in the analysis of adult language. 
Lemmatisation and POS tagging can be improved by 
replacing the existing model with a new, customized and 
open-source model that can be extended to languages other 
than Croatian. 

5. Future extensions 
The MultiDis web application is still under 

development, but the current version fulfils its main 
purpose – it allows for (semi-)automatic analysis of spoken 
language, and provides users with socio-demographic and 
linguistic metadata as well as the history of uploaded 
transcripts. In addition to the implementation of a service 
for the automatic determination of C-units and clause 
boundaries, additional data will be made available to users, 
such as the analysis of Croatian dialects and reference data 
for language measures, at least for some populations and 
some text types. Several other options are also being 
considered, such as fully automatic parsing of the original 
language sample without the manual annotation codes and 
an experimental speech-to-text service. As the tools and 
resources to develop this application are also available for 
other languages, the application could be scaled for 
multilingual analysis, preferably in collaboration with other 
researchers. 

6. Conclusion 
The MultiDis web application is freely available at 

http://www.multidis.com.hr/ and can be used by linguists, 
speech and language pathologists, teachers etc., to assess 
the  language abilities of both children and adult speakers 
of Croatian. It can help clinicians and educators in language 
sample analysis by resolving some of the main obstacles to 
its use. A simpler coding system fosters transcription and 
future development of speech-to-text could ease this 
process even further. Automatic lemmatisation and 
morphological tagging save time and enable more precise 
calculation of language measures. The language measures 
included in the application were selected based on previous 
research and adequately reflect the different aspects of the 
participants’ language abilities. Therefore, the MultiDis 
web application supports its users by reducing both the 
transcription time and the linguistic knowledge required to 
technically perform the analysis. 
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