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Massive multi lingual corpus compilation:
Acquis Communautaire and totale

TOMAZ ERJAVEC, CAMELIA IGNAT, BRUNO POULIQUEN and RALF STENBERGER

Large, uniformly encoded collections of texts, corpora,a invaluable source of data, not
only for linguists, but also for Language Technology tod@specially useful are multilingual
parallel corpora, as they enable, e.g. the induction ofstedion knowledge in the shape of
multilingual lexica or full-fledged machine translation deds. But parallel corpora, esp. large
ones, are still scarce, and have been, so far, difficult toieggrecently, however, a large new
source of parallel texts has become available on the Welhatontains EU law texts (the
Acquis Communautaire) in all the languages of the current &l more, i.e. parallel texts
in over twenty different languages. The paper discussesdhmilation of this text collection
into the massively multilingual JRC-Acquis corpus, whisHrieely available for research use.
Next, the text annotation tool "totale", which performs tilinigual text tokenization, tagging
and lemmatisation is presented. The tool implements a simpjgelined architecture which
is, for the most part, fully trainable, requiring a word4¢gyntactically annotated text corpus
and, optionally, a morphological lexicon. We describe tH8LMIEXT-East corpus and lexicons,
which have been used to train totale for seven languagesharabplication of the tool to the
Slovene part of the JRC-Acquis corpus.

Key words: multilingual corpora, EU languages, multilingual lingligsanalysis, tokeni-
sation, part-of-speech tagging, lemmatisation

1. Introduction

Large, uniformly encoded collections of texts and theinstations - parallel mul-
tilingual corpora - ([10], [1], [3], [9], [8]) are a prime resrce for the development of
multilingual language technologies. Serving as trainiatpdets for inductive programs,
they can be used to learn models for machine translatiossdnogual information re-
trieval, multilingual lexicon extraction, sense disamiatjon, etc. The value of a parallel
corpus grows with the following characteristics:
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e Size larger corpora give not only statistically more reliabteints, but also reveal
phenomena that are completely lacking in smaller samples.

e Number of languageshe utility here grows quadraticaly with the number of lan-
guages, as each language can be paired with any other. Wihgal corpora
usually contain at least one ‘major’ language, larger ringfual collections will
also contain pairings of less common languages, where stedoarce is of great
value (Maltese-Finish for example).

e Linguistic annotationcan be used as a normalisation step on the raw text, hence
reducing the complexity (search space) for the LT task; oefabling multiple
knowledge of the text (e.g. morphosyntactic tags, coliooat predicate-argument
structure) to be exploited.

e Semantic annotationrefers to the classification of documents (or their partg, e
words) into some hierarchy of concepts, which can be useddesa the data (the
Semantic Web paradigm)

This paper discusses the compilation of a large, massivelifilimgual corpus,
where each document is classified according to a rich ongolblge corpus is freely
available for research purposes. First experiments haeebalen performed on sentence
alignment on the corpus and in annotating it with word-lesygitactic information.

The rest of this paper is structured as follows: Section@éhices the EU ACQUIS
text collection and the steps performed in turning it intoXaviL encoded corpus, the
JRC-Acquis; current experiments in sentence alignmerdlacepresented. Section 3 de-
scribes the text annotation tool totale, a trainable prograhich performs multilingual
text tokenization, tagging and lemmatisation; we explagdrchitecture of the program,
the MULTEXT-East dataset used to train totale for sevenuaggs and report on using
the tool on the Slovene portion of the ACQUIS. Finally, Seci gives the conclusions
and discusses future work.

2. TheEU ACQUIS parallé corpus

The core EU law, variously known as the Acquis Communaut#&reomprised of
8 to 13 million running words of texts depending on the largguarhis collection of
documents, some dating back to the 1950s, has been for atvanigtated into the eleven
languages of the ‘pre-enlargement’ EU. For the last six gjetine candidate countries
have been translating them into their languages - this wa®btihe conditions to enable
their accession to the EU. This process has by now been numstipleted, and, what is
more, the complete set of documents has been recently mailigtde in HTML on the
Web?

Ihttp:/leuropa.eu.int/
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Language Number Number of Number Q\%r;ge ﬁ:f:’r:ggf
of texts characters of words

of texts of words
Czech 6,304 47,380,160 7,310,147 7,515 1,159
Danish 8,099 70,526,322 10,330,345 8,708 1,275
German 8,149 83,845,850 11,628,856 10,289 1,427
Greek 8,003 84,232,323 13,073,101 10,525 1,633
English 8,183 72,363,833 12,007,560 8,843 1,467
Spanish 8,121 80,669,741 13,201,129 9,933 1,625
Estonian 7,009 53,194,338 6,751,386 7,589 963
Finnish 7,774 69,268,332 7,999,785 8,910 1,029
French 8,134 78,464,509 13,113,163 9,646 1,612
Hungarian 5,506 49,798,572 6,596,073 9,044 1,197
Italian 8,176 78,116,731 12,093,677 9,554 1,479
Lithuanian 6,073 48,221,853 6,461,944 7,940 1,064
Latvian 7,545 58,130,835 8,239,245 7,704 1,092
Maltese 5,041 39,988,877 6,574,607 7,932 1,304
Dutch 8,167 78,864,983 12,049,749 9,656 1,475
Polish 6,552 55,441,985 7,636,388 8,461 1,165
Portugese 8,088 79,323,159 13,067,222 9,807 1,615
Slovak 5,551 41,379,372 6,191,172 7,454 1,115
Slovene 7,772 57,852,722 9,133,019 7,443 1,175
Swedish 7,877 72,898,994 10,998,571 9,254 1,396

Tab. 1 Size of the corpus; minimum and maximum values in eatthmn are in bold

Such a text collection is unprecedented in terms of sizenthmber of languages
involved and access, being freely available on the YEbrthermore, each of the texts
has also been manually classified according to the EUROV@g&atitus, a large mul-
tilingual ‘ontology’ being used for manual document cléisation by various European
parliaments and other organisations, including the Ewangdearliament and the Euro-
pean Commission. A corpus compiled from this text collecttiould thus be exploited
not only for machine translation research, but also for "&etin Web" experiments in,
say, automatic document classification [11], or crossdaiglocument similarity [12]. It
is for these reasons that we proceeded with compiling the BIS@orpus, as explained
in the remainder of this section.

The first version of the JRC-Acquis corpus contains 20 laggsal146,000 texts
and 194 million running words. There are 5,000 to 8,000 tprislanguage, with each
text being an average of 1,000 to 1,600 words in length (Tapl&o our knowledge,
the JRC Collection of the Acquis Communautaire is the onhalba corpus of its size
available in so many languages. To further research on laggy@iechnology, esp. for

2A corpus based on a similar text collection, EUROPARL (fitipaw.isi.edu/ koehn/europarl/, [9]),
contains 29 million words of original and translated deliedescripts from the European Parliament. Al-
though it contains more text per language than does the AGQIdtter contains more languages, and is
indexed with EUROVOC descriptors.

Shttp://europa.eu.int/celex/eurovoc/
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the less well studied languages, the JRC-Acquis corpusaitable for downloading at
http://wt.jrc.it/lt/acquis/.

2.1. Compiling the corpus

The process of compiling the corpus consisted of the foligvgteps:

1. downloadingthe texts: the interface enables locating the texts via @ELEX ID
(unigue identifier given for every EU official document); tb@pying was then a
matter of querying over these IDs for all the languages; hewaot all documents
(IDs) are translated into each language, so the size of theusalanguage parts
varies;

2. language identificatioron the documents: for a few percent of documents, text

purportedly in one language is in fact untranslated Engkst - such cases are
not made part of the corpus;

3. wrapper inductionthe texts can be usefully decomposed into the title, bodiief

text, the signature (e.gDbne at Brussels, 24 September 1989, for the commis-

sion', etc.), and annexes (containing tables or lists of codaslly not translated
in all languages). It is the body that will contain most of thseful’ text, yet the
back-matter can comprise a considerable portion of therdeats. These divi-
sions were identified by Perl regular expressions over tis,tand the resulting
"level 0" corpus was stored as XML,

4. linguistic annotatiorof the texts: sentence, word and punctuation tags were added

to the corpus, and the words given their context disambéglbgmma and mor-
phosyntactic attributes; this processing, so far only féimeted number of the
language components of the corpus, was performed by thegmotptale, de-
scribed in the Section 3;

5. paragraph alignmentparagraphs were given IDs, and (initial) alignment files
made over language pairs of documents; the current expetsnaee described
below.

2.2. Alignment

We have performed an experiment in language independeagagh alignment of
the English-Slovene pair, using the Vanilla aligner [6]isT&ligner implements dynamic
time warping by comparing the character counts of possiligyed sentences [4]. The
aligner is given the two files split into hard regions, whi@vé to match among the files
(in our case each document text corresponds to one hardjegid soft regions which
are aligned 0-1, 1-0, 1-1, 2-1, 1-2, and 2-2. Soft regiongypieally sentences, but in
our case paragraphs, which do, however, tend to be rathdraroesponding to one or
two sentences or even partial sentences. An evaluatioreaeults showed that:
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e The alignment is complicated by the fact that some Englistudeents on the
Web are not the versions that served as the source for theddtian, e.g. they are
a later/previous version with some ammendments. The siteeadmendments in
terms of text percentage is usually not that large, but isdaése the error rate of
the aligner significantly.

e The number of 1-1 links among the paragraphs is approx 90%hése links are
highly reliable, this means that, with an added heuristitar, it would be simple
to achieve (almost) 100% precise alignments at the costaifisang approxi-
mately one fifth of the text, i.e. settling for 80% recall. $still leaves ample text
for the aligned corpus.

¢ It would be relatively easy to introduce a pre-processieg shat would take into
account enumeration tokens (e.g. 1), .a),and declare them as the hard regions
for the aligner. This would most likely significantly locedi and thus reduce the
alignment errors.

3. Multilingual tokenisation, tagging, and lemmatisation

Corpora can be annotated with various linguistic annatasoch as syntactic struc-
ture, anaphora and their referents, terms, names, etcthéuiasic steps for all such
annotations are the following:

1. tokenisationwhich identifies words and punctuation in the text;

2. part-of-speech taggingvhich assigns context-disambiguated word-level syr@act
descriptions to the words, e.g. determines that the Slo\gledata’ is a verb in
the second person dual present tense indicative;

3. lemmatisatior(or stemming) which assigns the base (uninflected) form toralw
e.g. ‘'gledati’.

We have developed a tool, named totale that performs theeadieps in a multilingual
setting. The main feature of the program is that both of theenrsomplex, i.e. language
specific and knowledge intensive modules of totale (2. & B2)l@arning programs, i.e.
they induce the model of a language from pre-annotated datays and lexicon) and
are robust, i.e. they know how to deal with unknown words, atfr any application
dealing with unrestricted text. The program is written inlR@&d implements a simple
pipe-lined architecture, where plain Unicode (UTF-8) iextrst tokenised, the word to-
kens (word-forms) then tagged with the appropriate monphtastic description (MSD),
and the word-forms, given their MSD, lemmatised to arrivéhatcanonical form of the
word. The architecture of the program is given in Fig. 1. Ttwgpam can produce output
in several formats, in particular in tabular form or encoded@El-compliant XML.

In Fig. 2 we give a sample invocation of the program. The tbaltput consists
of four columns: the first lists the tokens as they appear énitiput text; the second
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[{f:i;ihmngual [ji:iajimngual [ii:i;j;mngua
resources resources TGS

Figure 1. Architecture of the totale annotation tool: theethmodules (tokeniser, tagger, and lemmatiser)
combine their output to produce the output

$ totale -1 en
Doctor, can you help?
~“D
<TEXT>
Doctor TOK doctor Ncfs
, PUN
can TOK can Voip
you TOK you Pp2
help TOK help Vmn
? PUN_TERM
<S/>
</TEXT>

$ totale -1 sl -f xml

Kapucini in zdravniki so se pojavili na vseh koncih in krajih.
~D

<text>

<w lemma="kapucin" ana="Ncmpn">Kapucini</w>

<w ana="Ccs">in</w>

<w lemma="zdravnik" ana="Ncmpn">zdravniki</w>
<w lemma="biti" ana="Vcip3p--n">so</w>

<w ana="Px------ y">se</w>

<w lemma="pojaviti" ana="Vmps-pma">pojavili</w>
<w ana="Spsl">na</w>

<w lemma="ves" ana="Pg-mpl----a">vseh</w>

<w lemma="konec" ana="Ncmpl">koncih</w>

<w ana="Ccs">in</w>

<w lemma="kraj" ana="Ncmpl">krajih</w>

<c type="TERM">.</c>

<s/>

</text>

Figure 2. Output of totale; the first processes English text autputs it in tabular format, the second
Slovene text, with much richer morphology, and outputs iEl1/XML

contains the token type or the tag marking the end of the seater other recognised
structure; the third the lemmas of the words; and the fourdgirtMSDs. The second
example invocation shows that the program can also prodide drmatted output.
The program is not extremely fast, i.e. it processes ab@@05words per minute. This
is partially due to the system architecture of file-mediadeduential processing, but
mostly the fault of the lemmatisation module, which needs#adl and use thousands of
rules and exceptions encoded as if-then-else rules. Thygagnois available for on-line
experimentation at http://nl2.ijs.si/analyze/.
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3.1. Thetokenisation module

The multilingual tokenisation module miToken is writtenRerl, and, in addition to
splitting the text input string into tokens has also thedwihg features:

e Assigns to each token its token type. The types distinguislomly between words
and punctuation marks but also mark digits, abbreviatilgfisand right splits (i.e.
clitics, e.g. 's , enumeration tokens (e.g. a)) as well as §&hd email addresses.

e Marks end of paragraphs, and end of sentence punctuati@revgentence inter-
nal periods are distinguished from sentence final ones.

e Preserves (subject to a flag) the inter-word spacing of thggnat document, so
that the input can be reconstituted from the output - thisiceration is important
when several tokenisers are applied to a text, either fduatian or production
purposes.

The model for our tokeniser was mtseg, the tokeniser (ancheptpr) developed in the
MULTEXT project [5] as with mtseg, mlToken also stores thegaage dependent fea-
tures in resource files, in the case of miToken of abbreviatend split/merge patterns.
In the absence of a certain language resource, the tokersesrdefault resource files -
in order to achieve best results, however, resource files fanguage have to be written
- this task is helped by having pre-tokenised corpora fotadhguage.

Studiji:7 Ncfda:1 Ncfdn:1 Ncfsd:1 Ncfsl:1 Ncmpi:2 Ncmpn:1

Sum:5 Ncmsa--n:1 Ncmsn:4

Sume:3 Ncmpa:2 Rgp:1l

Sumece:9 Afpfpa:l Afpfpn:1 Afpfsg:3 Afpmpa:1l Afpnsa:l Afpnsn:l Rgp:1l
Sumeco:3 Afpfsa:2 Afpfsi:l

Sumi:5 Ncmpi:1l Ncmpn:1l Vmip3s--n:2 Vmmp2s:1

Px-—---- y:2226
Vcps—-sma:4
Vmps-sma: 2
Rgp:2
Vcip3s-n:794
Vcps-sma:2
Vcip3s-n:1
, 72
Aopmsn: 2

Figure 3. The language resources for the TnT tagger: lexiatim wordform and ambiguity class (with
frequencies) and 1,2,3-grams of MSDs (so, the 3-gram Px—eps\ma Vmps-sma, corresponding to
the reflexive pronoun followed by copula and main verb in daierform appears twice)

3.2. Thetagging module

For tagging words in the text with their context disambigaamorphosyntactic an-
notations we used a third-party tagger, namely TnT [2], bdad robust tri-gram tagger.
TnT is freely available for research purposes (but disteblonly in compiled code for
Linux), has an unknown-word guessing module, and is able¢oramodate the large
morphosyntactic tagsets that we find in various EU languages

The tagger uses two resources, hamely a lexicon giving tighee ambiguity class
for each word and a table of tri-grams of tags with weightsgagsl to the uni-, bi-,
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and tri-grams; examples from the Slovene lexicon and theamdable are given in Fig.
3. Both resources are acquired from a pre-annotated cofpesautomatically induced
lexicon can also be expanded with previously availablectaxs.

3.3. Thelemmatisation module

Automatic lemmatisation is a core application for many laage processing tasks.
In inflectionally rich languages, such as Slovene, assigtie correct lemma (base
form) to each word in a running text is not trivial, as, fortasce, nouns inflect for
number and case, with a complex configuration of endings tamd sodifications. The
problem is especially difficult for unknown words, as woars cannot be matched
against a morphological lexicon.

For our lemmatiser we used CLOG ([13], [7]), which implenssaitmachine learning
approach to the automatic lemmatisation of (unknown) wded$G learns on the basis
of input examples (pairs word-form/lemma, where each MD&&nt separately) a
first-order decision list, essentially a sequence of ifiteése clauses, where the defined
operation is string concatenation. The learnt structure$eolog programs, but in order
to minimise interface issues we made a converter from thl@mrogram into one in
Perl. In the final instance the usage for determining the larisrsimply the result of
the function callslemma = lemmatise($msd,$wordfornhis function then calls the
appropriate rule-set, which transforms the input wordfanibo its lemma. We give in
Fig. 4 an example of an induced rule for the Slovene MSD degdtie feature structure
PoS:Adjective, Type:qualificative Degree:comparativen@er:feminine, Number:dual,
Case:accusative.

Ssub{'Afcfda'}="'SUB afcfda';

sub SUB _afcfda {

my Sw = $ [0]; my S$lem;

if (Sw=~/~(.*)svetlej#353i$/) {$lem=5$1."svetel"}
elsif (Sw=~/"(.*)polnej#353i$/){Slem=$1."poln"}
elsif (Sw=~/"(.*)b#3531i$/) {$lem=$1."b"}

elsif (Sw=~/"(.*)elej#353iS$/) {Slem=S$1."el"}
elsif (Sw=~/"(.*)ivej#353i$/) {$lem=$1."iv"}
elsif (Sw=~/"(.*)anej#3531i$/) {$lem=$1."an"}
elsif ($Sw=~/"(.*)kej#3531i$/) {$lem=$1."ek"}
elsif (Sw=~/"(.*)tej#3531i$/) {Slem=S$1."t"}
elsif (Sw=~/"(.*)1#38271$/) {Slem=$1."izek"}
elsif (Sw=~/"(.*)enej#3531$/) {Slem=S$1."en"}
elsif (Sw=~/"(.*)rej#3531i$/) {Slem=S$1."er"}
elsif (Sw=~/"(.*)nej#3531i$/) {S$lem=$1."en"}
else {$lem="22?"}

return $lem;

}

Figure 4. An induced lemmatisation rule in Perl for the StevéMSD: PoS:Adjective, Type:qualificative
Degree:comparative, Gender:feminine, Number:dual, @asasative.

3.4. MULTEXT-East resources

The main feature of totale is that it is multilingual and mable for new languages,
as the models for tagging and lemmatisation are induced &tat®. However, in order
to make the tool useful, we first have to obtain such data, iyamerphosyntactically
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annotated corpora and lexicons. It is an added advantadpe ifmultilingual training
resources all follow the same guidelines for tagset andusogmnotation design.

The MULTEXT-East language resources, a multilingual dettésr language engi-
neering research and development, first developed in theesafothe EU MULTEXT-
East project, have now already reached the 3rd edition [JLMEXT-East is a
freely available standardised (XML/TEI P4, [14]) and lidkset of resources, and co-
vers a large number of mainly Central and Eastern Europesgudaes. It includes
the EAGLES-based morphosyntactic specifications, defitiegfeatures that describe
word-level syntactic annotations; medium scale morphtagyit lexicons; and anno-
tated parallel, comparable, and speech corpora. The m@siriamt component is the
linguistically annotated corpus consisting of Orwell’syab"1984" in the English origi-
nal and translations.

For training totale we used resources for Czech, Englistgrizzn, Hungarian, Ro-
manian, Serbian, and Slovene. The MULTEXT-East mtseg resdiles were used as
sources for the miToken resource files; the annotated cdoptigining the TnT tagger;
and the lexicons to improve the performance of the taggerfantfaining the CLOG
lemmatiser. While training the tagger on this data is vest, faaining the lemmatiser
is much more process intensive, as each MSD is learned $elgarao, for Slovene or
Czech, this meant leaning around 1,000 different classeslémguage, and the training
time is measured in days.

Corpus elements Corpus word types Lexicon
<text> 7,771 <w> 15,934,003 Entries 381,068
<signature> 7,683 #IMPLIED | 14,393,953| Wordforms: | 221,876
<annex> 3,658 DIG 1,036,076 Lemmas: 154,241
<P> 1,063,577 ENUM 331,426 MSDs: 970
<c> 2,865,307 ABBR 159,022
<w> 15,934,003 MW 11,048 Corpus size| 144 MB

Tab. 2 The Slovene portion of the ACQUIS: the number of diferXML elements in the corpus; number
of words (type = plain, digit, enumeration, abbreviationyltinword unit); and size of MULTEXT lexicon,
with number of all entries, of different word-forms, lemnesd morphosyntactic descriptions

3.5. Theannotated Slovene ACQUIS

In this section we report on linguistically annotating tHev@ne part of the corpus
with totale. To process the corpus we wrote a wrapper Pegrar that, for each file:

e extracted all the text from the XML document (all <P>s exdat, which is the
— often untranslated — official document name),

e piped the text to totale -I sl -f XML,
e substituted the contents of original <P>s with the totalisaes,
¢ validated the result against a DTD.

The size of the Slovene portion of the corpus and its vocapudientified via the anno-
tations is given in Table 2. The Corpus part gives the tag tsoahthe XML files; we
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can see that the corpus has about 1 million paragraphs andliwords; of these 14
million are "normal" words. On the basis of these, a MULTEXpé lexicon was pro-
duced, where each entry consists of the triplet wordformie/MSD. The corpus yields
380,000 such entries, with 220,000 distinct wordforms, #5@,000 lemmas; there are
almost one thousand different MSDs used in the corpus.

8 rafinacija rafinacija Ncfsn
2 rafinacije rafinacija Ncfpa

40 rafinacije rafinacija Ncfsg
rafin idell o fin ool O M =

J J
26 rafinaciji =efipaeis Nepmpwr
9 rafinaciji rafinacija Ncfsl
17 rafinacijo rafinacija Ncfsa

Figure 5. An induced lemmatisation rule in Perl for the StevéMSD: PoS:Adjective, Type:qualificative
Degree:comparative, Gender:feminine, Number:dual, @asasative.

We also performed a preliminary evaluation of the resulttherbasis of this lexicon.
Fig. 5 gives a stretch from the lexicon of a lemma unknown &dystem, fafinacija’,
with erroneous analyses crossed out. One error (line fifiseio do with the tokenisa-
tion, or, rather, with the poor quality of the HTML origindlemmatisation is wrong once
(but, unfortunately in 26 cases); the error originates aiticorrect MSD assignment,
which specifies the noun as masculine plural nominative yavités in fact feminine and
singular locative. Finally, there is one ‘minor’ error, iné 2, where the tagger assigns
the plural number, where it was in fact singular.

A more longitudal evaluation suggests that the greatestigmowith annotated cor-
pus is, in fact, not the quality of lemmatization per se, latiher the lacking support for
identification of foreign words, and better handling of pppames, abbreviations and
enumerations. Of course, the derived resource, the lexg@nbe rather easily cleaned-
up of such noise, and can then serve as the interface betiveamitpus and more se-
mantically oriented resources.

4., Conclusions and further work

The paper has presented the JRC-Acquis corpus, and theslicgannotation
tool totale. The corpus could become a significant new resodior research on
multilingual language technologies and is freely avadalibr research purposes at
http://wt.jrc.it/lt/acquis/. The paper described the teorh and compilation steps which
lead to the first version of this corpus. Further work willahxe in part promoting the
corpus, and, most likely, expansion of the corpus with nawglages, and further pro-
cessing steps on the corpus, e.g. higher quality alignrfiegtistic processing for more
languages, etc.

The other contribution of the paper is the discussion ofélednnotation tool totale,
which performs multilingual tokenisation, tagging and raatisation. The program is
has been currently trained for seven languages and exéinsdsted on Slovenian. For
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totale, we would like to extend the range of languages thaipports, and improve the
models for existing ones. This of course would involve maa@ing resources (lexicons
and annotated corpora) but also the improvement of the lyilgrarchitecture. For
example, by doing multi-pass processing through the tésddritial annotation could
serve to construct a lexicon, this would be cleaned (autcalBt with heuristics, or
manually) and then used to re-annotate the text at a muclehpmyhcisions.
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