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Abstract
Identifying synonyms is important for many natural language processing and information retrieval applications. In this paper we address
the task of automatically identifying synonyms in Croatian language using distributional semantic models (DSM). We build several DSMs
using latent semantic analysis (LSA) and random indexing (RI) on the large hrWaC corpus. We evaluate the models on a dictionary-
based similarity test — a set of synonymy questions generated automatically from a machine readable dictionary. Results indicate that
LSA models outperform RI models on this task, with accuracy of 68.7%, 68.2%, and 61.6% on nouns, adjectives, and verbs, respectively.
We analyze how word frequency and polysemy level affect the performance and discuss common causes of synonym misidentification.

Prepoznavanje hrvaskih sopomenk s pomocjo distribucijske semantike
Prepoznavanje sopomenk je pomembno za Stevilne aplikacije na podrocju jezikovnih tehnologij in poizvedovanja po informacijah. V
pri¢ujocem prispevku se ukvarjamo z avtomatskim prepoznavanjem sopomenk v hrvas¢ini, pri ¢emer uporabljamo modele distribucijske
semantike (DSM). S pomocjo latentne semanticne analize (LSA) in naklju¢nega indeksiranja (RI) iz korpusa hrWaC zgradimo vec
razlicnih modelov. Modele nato ovrednotimo s pomocjo testov sinonimije, ki so avtomatsko izlusceni iz strojno berljivega slovarja.
Rezultati kaZejo, da so modeli, zgrajeni s pomocjo LSA, za to nalogo uspesnejsi, njihova natan¢nost pa je 68,7% za samostalnike,
68,2% za pridevnike in 61,6% za glagole. V prispevku analiziramo tudi, kako pogostost pojavljanja besed v korpusu in stopnja njihove

ve¢pomenskosti vplivajo na rezultate in razpravljamo o najpogostejSih razlogih za napake, do katerih pri prepoznavanju prihaja.

1. Introduction

The task of automatically determining the semantic
similarity between words (e.g., car and truck) and seman-
tic relatedness between words (e.g., car and driver) has re-
ceived a lot of attention, and many semantic similarity mea-
sures (SSMs) have been proposed in the literature. Syn-
onymy is a paradigmatic type of semantic relation between
words that are substitutable in any possible context with-
out change in meaning (absolute synonyms), substitutable
in different contexts depending on their sense (sense syn-
onyms), or substitutable in some contexts (near-synonyms).
Numerous natural language processing and information re-
trieval applications can benefit from knowledge about syn-
onyms, including word sense disambiguation (Agirre and
Soroa, 2009), query expansion (Pantel et al., 2009), text
similarity between short texts (garic’ et al., 2012), para-
phrasing (Zhao et al., 2009), natural language generation
(Inkpen and Hirst, 2004), WordNet acquisition (Broda et
al., 2008), and text simplification (Inui et al., 2003).

Methods of semantic modelling can be divided into
two broad categories: knowledge-based and distributional
methods. The former rely on manually constructed re-
sources, such as WordNet (Miller, 1995) or Wikipedia,
to provide information required to measure relatedness.
While such approaches work quite well, a resource like
WordNet is often of limited coverage and, more impor-
tantly, it is not available for every language. The alterna-
tive to knowledge-based methods are distributional seman-
tic models (DSMs). DSMs model the meaning of a word

by the distribution of its contexts; two words are consid-
ered similar if they have similar context distributions. Often
used DSMs are latent semantic analysis (LSA) (Deerwester
et al., 1990) and random indexing (RI) (Sahlgren, 2005).
More recently, approaches have been proposed that com-
bine information from Wikipedia with distributional anal-
ysis (Gabrilovich and Markovitch, 2007; Hassan and Mi-
halcea, 2011). Unlike the knowledge-based approaches,
DSMs require no linguistic resources other than a corpus
(more sophisticated models, e.g., (Pad6 and Lapata, 2007),
may also require tagging or parsing). This makes DSMs
ideal for languages lacking basic lexical resources such as
WordNet. On the other hand, the disadvantage of DSMs
over their knowledge-based counterparts is that DSMs can-
not easily distinguish between the various types of semantic
relations (similarity vs. relatedness, paradigmatic vs. syn-
tagmatic relations). Moreover, DSMs are typically token-
based, and therefore unable to distinguish between the dif-
ferent senses of polysemous words. These two issues make
synonymy detection using DSMs a very challenging task.

In this paper we address the task of identifying syn-
onyms in Croatian language using DSMs. Our primary mo-
tivation is the automatic acquisition of WordNet synsets, as
proposed by Broda et al. (2008). We perform large-scale
experiments with two basic models (LSA and RI) built us-
ing the large Croatian Web as Corpus — hrWaC (Ljubesi¢
and Erjavec, 2011). Inspired by the approach proposed by
Landauer and Dumais (1997) and refined by Freitag et al.
(2005), we evaluate our models on a dictionary-based sim-



ilarity test (DBST) — a set of synonym questions generated
automatically from a machine readable dictionary. To the
best of our knowledge, this is the first work that addresses
the task of synonymy detection for Croatian language.

The rest of the paper is structured as follows. Section
2 gives a summary of the related work. In Section 3 we
describe the construction of DSMs. Evaluation results are
presented in Section 4. We conclude in Section 5.

2. Related Work

The first to tackle the synonymy detection task using
LSA were Landauer and Dumais (1997). To evaluate their
approach, they used a set of synonymy matching questions,
as they appear in the Test of English as a Foreign Language
(TOEFL), a standardized test administered by the Educa-
tional Testing Service (ETS). Each synonym question con-
sists of a target word and four answer words, of which one
is a synonym of the question word, while the other three are
distractors (incorrect answers). The task consists of iden-
tifying which of the four words is a synonym of the target
word. Landauer and Dumais (1997) reported an accuracy of
64.4% on a set of 80 TOEFL questions. The best reported
result on the set of TOEFL questions is 97.5% (Turney et
al., 2003), achieved by a combination of methods.

Because work of Turney et al. (2003) essentially solved
the synonymy detection task on TOEFL questions, Fre-
itag et al. (2005) proposed a somewhat harder test —
the WordNet-based similarity test (WBST). The test uses
WordNet synsets to generate a large number of questions
resembling TOEFL questions. Additional measures are
taken to ensure that the distractors are not in a synonymy
relation with the answer word. Because WBST has a lot
more questions (23,570) than TOEFL has, WBST gives
much more reliable performance estimates than TOEFL.
The best reported result on WBST is 72.2% (Freitag et
al., 2005), achieved using feature-based DSM. Features are
unnormalized tokens, sometimes augmented with direction
(left vs. right occurrence) and distance information, appear-
ing within a context window of a target term. Freitag et
al. (2005) also introduced a vector similarity measure spe-
cially tailored to the task of synonymy detection. A similar
approach was used for Polish language (Broda et al., 2008;
Piasecki et al., 2007). In contrast to Freitag et al. (2005),
Broda et al. (2008) use a richer feature set incorporating
lexical, morphological, and syntactic information. They
also use feature selection methods and an additional fea-
ture weighting scheme to accentuate the most informative
features of a particular target term. Since WBST may not
be stringent enough to demonstrate the advantages of more
sophisticated SSMs, Piasecki et al. (2007) proposed the Ex-
tended WordNet based similarity test (EWBST). This test
extends the regular WBST by deliberately using similar and
related (but not synonymous) words as distractors. Conse-
quently, EWBST is much harder than WBST, but gives a
better estimate of how well a SSM identifies synonyms.

3. Model Construction
3.1. Corpus and preprocessing

To build the DSMs, we use the large Croatian Web as
a Corpus (hrWaC) (Ljubesi¢ and Erjavec, 2011). To our

knowledge, this is the largest available corpus of Croatian
texts. In order to reduce the noise in the corpus, introduced
by the use of informal language, we removed from the cor-
pus all documents acquired from discussion forums and
blogs. For reasons of computational efficiency, we also fil-
tered out all words with a frequency below 50. This left us
with a corpus containing 5,647,652 documents, 1.37 G to-
kens, 3.89 M word-form types, and 215,499 lemmas. Each
document is further split into paragraphs (because the cor-
pus was acquired from the web, the division into paragraphs
is not consistent across all documents). To account for the
morphological variation, which would disperse distribution
vectors over inflectional forms and result in less reliable
probability estimates, we employed lemmatization. To this
end, we use the semi-automatically acquired morphological
lexicon for Croatian language (gnajder etal., 2008). We did
not POS-tag the corpus; in cases of lemma ambiguity, we
consider all possible lemmas when building DSMs. More-
over, we did not remove stop-words because all models
have weighting schemes that give less emphasis to less dis-
criminant words. Notice that we could have applied more
sophisticated preprocessing techniges, including POS tag-
ging and parsing, but we leave this for future research.

3.2. Latent semantic analysis

Latent semantic analysis (LSA) (Deerwester et al.,
1990) is a DSM based on the singular value decomposition
(SVD) of a term-context co-occurrence matrix. A context
vector for each of n contexts (documents or paragraphs) is
extracted from the corpus. Elements of the context vec-
tor, corresponding to context ¢, are occurrence counts in ¢
for each of the m target terms. The context vectors con-
stitute the columns of a term-context co-occurrence matrix
A. The row ¢ of matrix A can be interpreted as a distribu-
tion of contexts conditioned on word ¢. Once the matrix A
is constructed, it is decomposed by SVD, resulting in three
matrices U, D, and V, such that A = UDV™. The rows
of U model for each term the distributions of a new set of
contexts defined by DVT. The final step is performing a
dimensionality reduction by discarding all but the & largest
singular values and the corresponding singular vectors. The
semantic relatedness of words can be measured by compar-
ing the corresponding rows of the reduced matrix U.

In our experiments, after constructing the term-context
matrix, we apply the classical #f-idf weighting scheme. The
inverse document frequency is defined as idf (w) = log g,
where D is the total of number of documents in our corpus
and Q is the number of documents containing word w.

The large size of the hrWaC corpus is reflected in the
dimensions of our term-context co-occurrence matrices.
The matrix has 215,499 rows (target terms); for document
contexts the matrix has 5,647,652 columns and 827.7M
non-zero elements, while for paragraph contexts it had
29,763,686 columns and 1.16 G non-zero elements. For
SVD computation we use the freely available ARPACK li-
brary.! For comparing the vectors, we use the cosine simi-
larity measure.

1 .
http://www.caam.rice.edu/software/ARPACK/



3.2.1. Random indexing

Random indexing (RI) (Sahlgren, 2005) is another kind
of DSM that is, much like LSA, based on dimensionality
reduction. For each context a random index vector is gen-
erated: a sparse d-dimensional vector containing a small
number of randomly generated non-zero values. The so-
obtained index vectors are shown to be nearly orthogo-
nal (Sahlgren, 2005). Next, the distributional vectors for
each target term are generated. Initially, all distributional
vectors are d-dimensional null-vectors. The corpus text is
scanned, and each time a term ¢ is associated with con-
text ¢, the index vector of ¢ is added to the distributional
vector of ¢. Eventually, target terms associated with simi-
lar contexts will tend to have similar distributional vectors.
This is equivalent to constructing the entire term-context
co-occurrence matrix and performing dimensionality re-
duction using random projection; the rows of the projection
matrix are in fact the index vectors. The semantic related-
ness of target terms can now be measured by comparing
their distributional vectors.

In our models the index vectors are generated with di-
mension 100 (2 random non-zero elements) and 500 (4 ran-
dom non-zero elements). The non-zero elements are chosen
so that they contain an equal number of 41 and —1 values.
We apply RI using documents, paragraphs, and neighbor-
ing words as contexts. In case of the first two, identically
as for LSA, a term is associated with a context (a para-
graph or a document) if it appears in the context. In the
latter case, a term is associated with the context (the neigh-
boring words) appearing within a +5 word window around
the term. To take into account that some words are more
informative than others, before adding the index vector of
context word w, we weigh the whole index vector by the
inverse document frequency score of w. Similarly as with
LSA, we use the cosine similarity for vector comparison.

4. Evaluation

4.1. Dictionary-based similarity test

Because the Croatian WordNet (Raffaelli et al., 2008) is
not yet available, we could not directly follow the approach
by Freitag et al. (2005) to generate the similarity test. In-
stead, we relied on a machine readable dictionary derived
from the monolingual Croatian dictionary (Anié, 2003).
The dictionary lists over 68,500 lexemes divided into al-
most 100,000 sense entries. For each lexeme, the dictionary
provides, inter alia, a basic morphological description and
a gloss containing a short description of the word (or a de-
scription of every sense of a polysemous word). In many
cases the gloss also contains implicit references to syn-
onyms. In most cases these references follow a regular pat-
tern and the referent can be extracted automatically. Using
a few heuristic rules, we extracted automatically the syn-
onym references from glosses and established synonymy
links between entries. We extracted 43,311 synonym ref-
erences (an average of 0.44 links per sense). Notice that
the synonymy references are often ambiguous as they may
refer to a polysemous word. Many ambiguous references
could be resolved automatically, but this was not required
in our case because we need not distinguish between senses

Table 1: Example questions from the nouns part of DBST
(the correct answers are A, D, C, and A)

tezak (farmer):

A. poljoprivrednik (farmer)
B. umjetnost (art)
C. radijacija (radiation)

D. bod (point)

krov (roof, home):
A, zgrada (building)
B. izvrdilac (executant)
C. sanjkaliste (sled run)
D. dom (home)

karakter (character):

A. detalj (detail)

B. kruska (pear)

C. lice (face, character)

D. maharadZza (maharadja)
jaran (friend):

A. drug (friend)

B. krivovjerje (heresy)

C. sulfit (sulfite)

D ekscentricénost (eccentricity)

of polysemious words when generating the questions. In-
terestingly, about 5000 words to which the synonymy ref-
erences referred to were missing in the dictionary, thus we
automatically added these entries to the dictionary.

To generate the questions of our dictionary-based sim-
ilarity test (DBST), we proceeded as follows. Using the
synonymy links, we generate from the sense dictionary all
pairs of synonymous words (the target word and the cor-
rect answer word), such that both words appear in our cor-
pus. To make the test more realistic and more difficult,
we use string-distance measures to filter out from this list
pairs of words that seem to be morphologically or ortho-
graphically related. To generate the distractors for a ques-
tion, we choose at random three words from the same part-
of-speech, subject to the following constraints: (1) a cho-
sen word appears in the corpus, (2) it is not in a (transi-
tive) synonymy relation with any of the other four words
used for that question, and (3) it is morphologically and
orthographically unrelated to other four words. To check
whether two words are in a synonymy relation, for each
word we first collect 100 words to which it has transitive
synonymy links, by performing a breadth-first search on
the symmetric closure of the synonymy graph originating
from the corresponding word (thereby disregarding the dif-
ferences between senses). We then consider two words to
be in a (transitive) synonymy relation if one word is con-
tained in the set of 100 synonymy-linked words of the other
word. Collecting 100 synonymy-linked words ensures that
we have collected all potential synonyms of a given word
and that therefore no distractor will be a synonym of any
other distractor nor the target word. The requirement that
the distractors are not in a synonymy relation makes the
test more realistic, as synonymous distractors might be dis-
carded from being the correct answers without considera-
tion. The described procedure yields a set of 11,276 ques-
tions, of which 6446 for nouns (N), 2704 for adjectives (A),



and 2126 for verbs (V). Example questions are given in Ta-
ble 1 (for the sake of brevity some senses are omitted). No-
tice that, by using a dictionary-based evaluation, we sub-
scribe to the definition of synonymy used in compiling the
dictionary. The choice of a dictionary (characterized also
by its coverage, sense granularity, etc.), together with the
strategy used for generating the distractors, determines the
appropriateness of a DBST as a means to evaluate DSMs
for synonym identification.

DSMs in general tend to perform better for high-
frequency words than for low-frequency words, as demon-
strated by Piasecki et al. (2007). To test how word fre-
quency affects the model performance, we generated two
additional questions sets: one for low/medium-frequency
band (100 < f < 1000) and one for high-frequency band
(f > 1000). Both the target word and the answer words
come from the corresponding frequency band, thus the
questions contain more or less frequency-balanced words.
We did not generate a separate low-frequency set because
it would not have a sufficient number of questions.

Apart by frequency, we expect our models to be influ-
enced by the level of polysemy. To test this assumption, we
divide the questions based on their polysemy levels. Fol-
lowing Freitag et al. (2005), we define the polysemy level
of a question to be the sum of the number of senses in the
dictionary of its target and answer words.

4.2. Result analysis

Table 2 shows the accuracy of the models on the gen-
erated test sets. We evaluated 10 models: six RI models
and four LSA models. The models were built with either
100 or 500 dimensions on contexts consisting of documents
(D), paragraphs (P), or words within a window (W), as de-
scribed in Section 3. Best results are given in bold. Notice
that all models outperform the accuracy baseline of 25%.

A general observation is that the LSA models consis-
tently outperform the RI models. The LSAS5S00P model
performed best in almost all experiments and outperformed
the second-best model (LSA100P) by a significant margin.
These results suggest that LSA may be better suited for
the task of synonym detection in Croatian language. Re-
sults also reveal that a higher-dimensional model almost
always significantly outperforms the corresponding lower-
dimensional model. This indicates that the number of di-
mensions plays an important role in our task. The opti-
mal number of dimensions for the task of identifying syn-
onyms may differ when compared to other semantic sim-
ilarity tasks (e.g., relatedness); to confirm this, additional
experiments are required. The results seem to suggest that
an additional increase in dimensionality may further im-
prove the performance. We carried out additional experi-
ments and concluded that this is not the case: improvement
can only be observed until a plateau is reached at around
200 dimensions.

With respect to the context definition, results suggest
that a smaller context — a window and especially a para-
graph — gives better performance for LSA, while RI benefits
more from a larger context — the entire document. While us-
ing a larger context is better for modelling long distance co-
occurrences, using a smaller context prevents less relevant

words occurring far from the target term from introducing
noise into the distributions.

With respect to the word’s part-of-speech, we can make
two general observations: the performance on nouns and
adjectives is comparable (slightly better on adjectives in
most cases), while on verbs it is consistently lower. Iden-
tical behaviour can be observed for English in the results
reported by Freitag et al. (2005).

As regards the frequency bands, results suggest that
lower frequency has a detrimental effect on the perfor-
mance of most models. This is expected, because distribu-
tional vectors of high-frequency words are built using more
data, allowing for better modelling of word meaning. No-
tice, however, that high frequency words also tend to be
more polysemous, which may again decrease the perfor-
mance. In our case, however, it seems that higher word
frequency still results in better performance. The same was
confirmed in (Piasecki et al., 2007; Broda et al., 2008). No-
tice that in a realistic scenario the target and the answer
words will not come from the same frequency band. In this
respect, mixed frequencies results give a more realistic per-
formance estimate.

In Table 3 we give the results for the best-performing
LSAS500P model with respect to polysemy levels of ques-
tions. As expected, models perform worse on questions
with higher polysemy levels. Distributional representations
of each sense of a polysemous word get merged into a
single distributional representation — a mixture of distribu-
tions. For questions with high polysemy level, the corre-
sponding distributional vectors are blurred and the similar-
ity comparisons between such vectors are less meaningful.

Because the synonym questions contain randomly cho-
sen distractors, the accuracy can vary on different test in-
stances. To measure the variance in accuracy, we gener-
ated 30 test instances and calculated the performance of the
best-performing model (LSAS500P) across all test instances.
Results proved to be quite stable: the maximum standard
deviation of accuracy was 0.8% (obtained on verbs). This
suggests that, owing to the relatively large number of ques-
tions, our DBST provides reliable accuracy estimates.

4.3. Error analysis

Most cases of synonym misidentification can be at-
tributed to polysemy or low frequency of the target term
in the corpus. We identified four typical causes of errors.

1. Homonyms and homographs — As Croatian is a highly
inflected language, it is often the case that two dif-
ferent (often completely unrelated) words share some
word-forms. For each ambiguous word-form we con-
sidered all its possible lemmas, thereby introducing an
interference between the corresponding distributional
vectors. The distributional vector of term ¢ will model
not only contexts of ¢, but also a number of additional
contexts introduced by words that share word-forms
with ¢. Even if the number of shared word-forms is
small, the interference can still be very detrimental if
the frequency difference between the words is large
(i.e., one very frequent word-form may distort the dis-
tributional vector of a less frequent target term). A



Table 2: Accuracy for all considered models

Mixed freq. Low/medium freq. High freq.

Model A N \Y% A N \% A N \Y%

RI100D 420 418 362 39.7 295 293 439 465 377
RI500D 58.1 532 472 224 418 252 574 570 487
RI100P 40.7 395 363 241 319 293 436 425 378
RI500P 549 517 43.0 448 409 293 564 560 458
RI100W 56.8 49.8 435 448 424 350 525 488 403
RIS00W 544 489 432 362 43.0 43.1 515 48.1 392
LSA100D 54.1 552 43.6 500 513 431 577 589 447
LSAS00D 61.2 59.1 504 51.7 530 455 635 642 513
LSA100P 632 660 556 603 67.7 602 648 670 57.7
LSAS00P 68.2 68.7 61.6 67.2 674 650 693 70.1 60.3

Table 3: Accuracy for model LSA5S00P with respect to different polysemy levels

Mixed freq. Low/medium freq. High freq.
Polysemy level A N \" A N v A N \"
5-7 72.6 743 677 667 697 765 759 812 66.0
8-10 66.8 709 629 625 669 621 692 743 688
11-13 60.2 642 64.6 1000 547 552 609 678 573
14-16 63.6 61.1 564 - 333 100.0 57.8 639 61.8
17— 476 600 584 - - - 46.5 640 529

case in point is the first question from Table 1: the
word teZak is a homonym, which in fact is more often
used as an adjective (hard, heavy) than a noun. Obvi-
ously, this problem could for the most part be solved
by a morphological disambiguation of the corpus.

. Semantically related distractors — In some questions
one of the distractors is a word that, albeit not syn-
onymous, is semantically related to the target word.
A case in point is the second question from Table 1:
while the correct answer dom (home) does receive the
second-best similarity score, the highest score goes to
zgrada (building). This is because the word krov in its
dominant sense of roof happens to be more related to
zgrada than to dom. While the polysemy of krov cer-
tainly contributes to misidentification, the dominant
cause of misidentification is the fact that the seman-
tically related word zgrada was among the distractors.
Notice that, depending on the application, false syn-
onyms that are paradigmatically related to the target
word may still be usable in practice. However, manual
inspection revealed that most false synonyms are syn-
tagmatically related to the target word. To avoid this
kind of error, we would need a method to distinguish
between synonymy and general semantic relatedness.

. Rare senses — In some cases the target word and the
correct answer are sense synonyms via a very specific
and seldom used sense. Contexts of such senses make
a very small fraction of the total contexts on which

the distributional vectors are built. Consequently, such
senses are poorly modelled and the performance for
them is worse. A case in point is the third question
from Table 1: the correct answer lice (face, character)
is almost never used in the sense of character, except
in a few phrases.

. Rare variants — In some cases the target word and

the correct answer are not only sense synonyms, but
also variants, i.e., they differ in register, dialect, or af-
fect. This is often accompanied by a big difference
in frequency; e.g., a dialectal form occurs very rarely
in the corpus. Because the meanings of rare words
are poorely modelled, this may lead to misidentifica-
tion. An example is the fourth question from Table 1:
the word jaran (friend) is an informal dialectal word
used much less frequently than its sense synonym drug
(friend).

5. Conclusion and Future Work

In this paper we have addressed the task of automati-

cally identifying synonyms in Croatian language using dis-

tributional semantic models (DSMs).

We build several

DSMs using latent semantic analysis (LSA) and random
indexing (RI) on the large hrWaC corpus and evaluated the
models on a dictionary-based similarity test. Results indi-
cate that LSA models outperform RI models on this task.
The best accuracy was obtained using LSA (500 dimen-
sions, paragraph context): 68.7%, 68.2%, and 61.6% on



nouns, adjectives, and verbs, respectively. Our results are
along the lines of those obtained for English by Freitag et
al. (2005). Compared to the result for Polish (Piasecki et
al., 2007; Broda et al., 2008), our result is slightly worse,
however, we make at present no use of rich morphological
and syntactic features.

For future work we intend to address the most common
causes of synonym misidentification discussed above. Fol-
lowing the work of Piasecki et al. (2007), we plan to de-
velop a more stringent version of the similarity test. An-
other possibility for future research is to experiment with
ways to mitigate the negative effect of polysemy by em-
ploying WSD techniques prior to building the distribu-
tional vectors, as done by Fiser et al. (2012). Finally, it
would be interesting to experiment with many other types
of distributional semantic models, such as the grammati-
cal feature models (Freitag et al., 2005; Piasecki et al.,
2007), the syntax-based model (Pad6 and Lapata, 2007),
or Wikipedia-based models (Hassan and Mihalcea, 2011;
Gabrilovich and Markovitch, 2007).
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