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Abstract
In the paper we present some results of a joint project in speech data collection and speech recognition of Slovenian and Croatian weather
forecasts. In the paper we describe the procedures we have performed in order to obtain a domain specific speech database from broadcast
programmes. Additionally the speech recognition experiments are described and some speech recognition results for the Croatian and
Slovenian speech are presented.

1. Introduction
The paper describes the development of a Slovenian

and a Croatian speech database of weather forecasts. The
work is done within a joint bilateral Slovenian Croatian
project, which aim is the creation of a bilingual speech
database. The speech databases are used in continuous
speech recognition experiments as well as for comparison
of speech recognition results of the Slovenian and Croat-
ian language. The bilingual speech database can be fur-
ther used for the development of a bilingual spoken dia-
log system for weather forecasts. In such a system a user
could ask questions about weather forecasts in two different
languages. The dialog system would provide information
about weather in different regions and for different time pe-
riods in the two languages. The paper describes the process
of speech data acquisition, segmentation and transcription
of the Croatian and Slovenian speech databases of weather
forecasts. Additionally the speech recognition experiments
for the Croatian and Slovenian language are described and
some preliminary results are presented.

2. Data acquisition and transcription
The first step in spoken dialog system development is

the collection of speech material and creation of speech
databases. To enable a comparison between speech recog-
nition results for two different languages we decided to col-
lect similar data. Thus we are collecting weather forecast
spoken within news broadcast of national TV and radio pro-
grammes.

The Croatian speech database VEPRAD consists of
weather forecasts read by professional speakers within the
news broadcasts of the national radio. Some of the record-
ing contain spontaneous speech, where professional mete-
orologists speak about weather. The recordings are per-
formed since March 2002 and are still going on. The
weather forecasts are recorded four times a day using a
PC with an additional Hauppauge WINTV/radio card. The
speech signals are sampled with 16 kHz and stored in a
16-bit PCM encoded waveform format. At he same time

texts of weather forecasts for each day are collected from
the web site of the Croatian meteorological institute. The
texts are used for speech transcription and will be also used
for training of a language model for the weather forecast
speech recognition experiments.

The Slovenian speech database is divided into two
parts: television weather forecasts VNTV and radio re-
lated weather forecasts, named VNRAD. The recordings
were performed from October 1999 till February 2000. The
VNTV speech database consists of recordings of weather
reports captured three times a day on the national TV pro-
gramme TVSLO1. The speech material for the VNRAD
database was collected from the national radio programme
once a day, every time after the morning news bulletin.

Television weather forecasts were recorded using the
PC with ATI All in Wonder graphical card with a built-in
TV receiver. Radio data was collected by a sound blaster
with a FM stereo tuner. Recording conditions for both
databases were always the same and consequently the qual-
ity of the recorded data is even. The recordings were sam-
pled at a 22050 Hz sample rate and stored as 16-bit PCM
encoded mono waveform sample files. The files were for-
matted according to Windows WAVE headers and are ar-
ranged on CD-ROMs for publication. All weather forecasts
are also divided into individual sentences and stored sepa-
rately.

In the first phase only read speech of weather forecast is
being transcribed. The transcribing process involves listen-
ing to speech parts of weather forecasts until a natural break
is found. The sentences or parts of speech signals are cut
out and a transcription file is generated. The speech file and
the transcription file have the same name with different ex-
tensions. The transcription is performed on the word level
with some additional marks (silence, breath, paper noise,
coughs and restarts). Since the sentences and speech parts
are cut out of the broadcast programmes there was no need
to transcribe non speech parts using standard approaches
in broadcast programmes annotation (Graff, 2002). In the
process of generating speech files and their transcription we



Figure 1: CSLU SpeechView tool. From top to bottom window: recorded speech signal, a portion of the signal, its
spectrogram, energy contour, pitch contour and a label file.

used the SpeechView tool from the CSLU Speech Toolkit
(Sutton, 1998). SpeechView enables inspection (visual and
audio) of speech signals and their spectrograms. Figure 1
shows a recorded speech signal, a portion of the signal, its
spectrogram, energy contour, pitch contour and a label file
in underlying windows respectively.

In Slovenian weather forecasts speech data we distin-
guished between two kinds of speaking modes: planned
and spontaneous. Speech in television forecasts (VNTV)
have been prepared in advance and have been read, they
were identified as planned. Speech in radio (VNRAD) fore-
casts was unscripted and marked as spontaneous. This kind
of speech typically contained more disfluencies and/or hes-
itations as planned speech.

Word transcriptions of television weather reports are
done in two stages. In the first stage we received texts of
TV weather forecasts by the Environmental Agency of the
Republic of Slovenia (EARS) who prepared broadcasts for
the TV. The texts were not the exact transcriptions and we
had to correct them, but they were a good start.

For each waveform file there is one document (tran-
script) file containing the word transcriptions of each sen-
tence, the number of sentence and start and end frame of
sentence boundaries. At the beginning of transcriptions
they are attributes to identify the file name, the speaker and
the date of the recorded data. We also used special symbols
enclosed in� � � brackets representing disfluencies or hes-
itations in speech signal. All transcriptions were made with

the Transcriber tool (Transcriber, 2000).

3. Structure of the database
The Croatian speech database of weather forecast

VEPRAD contains speech files of 11 male and 11 female
speakers. The database contains 298 weather forecast last-
ing 4 hours and 57 minutes. The average duration of a
weather forecast is approximately 4 minutes. In the first
phase of transcription we have transcribed 1077 sentences
and speech parts, which were cut out of 104 weather fore-
casts. The transcribed part of the speech database is approx.
75 minutes. Table 1 shows some statistics of the Croatian
speech database. The transcribed sentences contain 11837
words, where 612 are different. The small number of differ-
ent words shows that the speech database is strictly domain
oriented. The transcribed data is used for initial segmenta-
tion and first word recognition experiments for the Croatian
language.

The Slovenian speech database is divided into two parts:
VNTV and VNRAD.

There are 5 speakers (1 female + 4 male) in the VNTV
database and 9 male speakers in the VNRAD database (4
are the same as in the VNTV).

The data in the VNTV database were collected from
one to two minutes long television weather forecasts. We
collected 178 forecasts of approximately 252 minutes of
speech material. The data in the VNRAD database repre-
sents 62 weather forecasts of approximately 87 minutes of



months # forecasts duration
male female

March 9 12 52 min
April 48 56 75 min
May 52 60 120 min
June 31 30 50 min

Table 1: Statistics of the VEPRAD speech database.

speech.
The sentence corpus of the VNTV speech data con-

sists of 3882 (different) sentences. The vocabulary in-
cludes 2857 words extracted from corpus of 41277 words
(all words in the database).

We also divided the database into a test and training
part. The test set includes 1389 sentences (93 minutes of
speech data) which represents 36% of the data.

The basic characteristics of collected material per
speaker are shown in the table 2.

speaker # forecasts # sentences duration

01f 36 789 51 min
01m 43 1078 70 min
02m 32 578 39 min
03m 39 965 59 min
04m 28 472 32 min
Overall 178 3882 252 min

Table 2: Statistics of the VNTV speech database.

4. Speech recognition experiments
Using the Slovenian and Croatian weather forecasts

speech databases we have performed several experiments.
The training of acoustic and language models was per-
formed using the HTK toolkit (Young, 2000). The speech
recognition system is based on continuous hidden Markov
models of monophones and triphones (Rabiner, 1989).

The speech signal feature vectors consist of log energy,
12 mel–cepstrum features and their derivatives and accel-
eration coefficients. The feature coefficients are computed
every 8 ms for a speech signal window of 20 ms.

To built a phonetic dictionary we have proposed a set of
phonetic symbols to transcribe the words from the Croatian
speech database (Mihelič, 2002). The selected phonemes
are derived according to (Turk, 1992). SAMPA symbols
used for the transcription of the Slovenian speech database
have been proposed in (Dobrišek, 1998).

Using the phonetic transcription symbols a Croatian and
Slovenian dictionary have been developed. The dictionary
comprises all words which occur in the recordings with
their phonetic transcription.

In the first step we trained monophone models with
continuous density output function (three mixture Gaus-
sian density functions), described with diagonal covariance
matrices. Since the transcription of the speech files is on
the word level we performed first training procedures for

context independent monophone models. The initial train-
ing of HMM monophone models resulted in a monophone
recogniser, which is used for segmentation of the speech
signals. Table 3 shows speaker independent word recogni-
tion results of the Croatian speech material. Word models
are constructed from monophone models. Additional mod-
els for silence, breath noise, paper noise and restarts are
used. In all experiments for the Croatian speech a bigram
language model of perplexity 8,15 is used.

Word accuracy�� is computed from:

�� � ���� � ���
�� ��� ���

�
�� (1)

where�� , �� and�� are substituted, deleted and in-
serted words, while � is the number of words.

Word correctness is computed from:

�� � ���� � ���
�� ���

�
�� (2)

speaker % correct. % accuracy % sentence corr.

m10 92.62 90.71 43.53
m11 92.63 90.09 51.92
z10 91.01 88.17 32.69
z11 86.25 85.00 28.12

Table 3: Croatian speech recognition results of the
VEPRAD speech data in terms of correctness and accuracy.

An increase of word and sentence accuracy for the
Croatian speech was achieved using Gaussian density func-
tions with 6 mixtures to represent the HMM output proba-
bility functions. Table 4 shows these results for speaker
independent recognition.

speaker % correct. % accuracy % sentence corr.

m10 94.49 92.72 49.41
m11 94.41 91.19 51.92
z10 93.98 89.91 28.85
z11 92.00 90.75 40.62

Table 4: Croatian speech recognition results using mono-
phone models.

Further we have performed experiments using context
dependent phone models. Tables 5 and 6 show Croatian
word recognition results using triphone models with three
and six mixture Gaussian density functions. The increased
number of mixtures for the output function does not in-
crease the accuracy since the speech material is not big
enough and a great number of triphones are not present in
the training data.

In the table 7 results of Slovenian word recognition
scores in terms of correctness and accuracy for different
speakers are depicted. The recognition results are obtained
using triphone models with 3 mixture Gaussian density
functions per state. The Slovenian recognizer uses a bigram
language model with perplexity 18.65.



speaker % correct. % accuracy % sentence corr.

m10 95.98 94.75 64.71
m11 95.67 92.78 63.64
z10 96.95 95.04 65.38
z11 94.24 90.00 50.00

Table 5: Croatian speech recognition results using triphone
models with 3 mixture density functions.

speaker % correct. % accuracy % sentence corr.

m10 95.98 94.31 65.53
m11 95.67 95.67 63.46
z10 96.37 96.37 57.69
z11 93.33 93.33 40.62

Table 6: Croatian speech recognition results using triphone
models with 6 mixture density functions.

In order to compare Slovenian and Croatian recognition
results a further experiment was performed on the Slove-
nian speech material. Speech data were downsampled to
16 kHz. We performed two speech recognition experiments
where different HMM models were trained. In the first case
context independent monophone HMM models with mix-
ture of 5 density functions per state were built and applied
to the test part of the VNTV speech database. Table 8 shows
the results of the VNTV test part.

In the second experiment triphone HMMs with mixture
of 3 density functions per state were trained. Table 9 shows
the word and sentence recognition results of the test part of
the VNTV speech database.

The experiments have shown similar recognition results
for the Croatian and Slovenian speech data (figure 2). The
reason for this is the same way in data acquisition and selec-
tion of ”clear” read speech from the weather forecasts for
acoustic training. The developed acoustic models for the
Croatian and Slovenian speech can be used for further train-
ing and recognition of more spontaneous data from broad-
cast programmes.

5. Conclusion
In the paper we have presented the work we have done

within a joint project in speech material collection. The
paper gives some statistical data about the so far collected
speech data, their transcription procedures and describes a

speaker % correct. % accuracy % sentence corr.

01f 96.32 93.51 75.24
01m 93.23 89.41 60.15
02m 93.53 89.67 57.52
03m 92.92 90.21 57.07
04m 93.81 90.10 60.23

Table 7: Slovenian speech recognition results in terms of
correctness and accuracy. HMMs were build using mixture
of 3 density functions per state.

speaker % correct. % accuracy % sentence corr.

01f 93.94 93.27 62.26
01m 91.04 90.06 46.78
02m 90.62 89.77 43.62
03m 87.57 86.68 38.40
04m 93.12 92.69 58.20

Table 8: Slovenian speech recognition results in terms of
correctness and accuracy. Monophone HMMs with mixture
of 5 density functions per state were used.

speaker % correct. % accuracy % sentence corr.

01f 94.04 92.21 55.66
01m 93.82 91.53 53.73
02m 95.48 94.11 67.79
03m 93.11 91.56 55.67
04m 93.61 90.66 49.18

Table 9: Slovenian speech recognition results in terms of
correctness and accuracy. Triphone HMMs with mixture of
3 density functions per state were used.

speech recognition experiment for the Croatian and Slove-
nian language. The recognition results for the two lan-
guages are very similar, since the speech databases cover
the same topic and have been collected in the same way.
Further work will be done in speech data transcription,
thus more speech material will be prepared for training
of the speech recognition systems for the Slovenian and
Croatian language. Existing applications of the Slovenian
part of database for subtitling (Žibert, 2000) and speech–
synthesis (Vesnicer, 2001) will be extended for the Croatian
language. Bilingual speech recognition system simulation
together with language identification experiments are also
planed for the future work.
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Figure 2: Slovenian (SLO) and Croatian (CRO) speech
recognition results.
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