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Abstract
Word based statistical machine translation has emergecdodsist method for building machine translation systemiedtive languages
point out some problems with the approach. Data sparsitgesod them. It can be partly solved by enlarging the trainiogpas and/or
including richer linguistic information: lemmas and moopsyntactic features. Acquisition of a large bilingual gl corpus for the
desired domain and language pair requires a lot of time &fodt.efin this paper we report the performance comparisonraiming
corpora of different sizes: 1k, 10k and 100k. Experimenteevperformed on small to middle-sized sentences of 1JS-SMEgUS.

Strojno prevajanje iz slovergtine v angleécino s korpusi razli€nih velikosti in morfo-sintakti €nimi oznakami

Statistino strojno prevajanje na osnovi besed se kaZedto obetavni pristop na podro€ju strojnega prevajaiigzavnost pregibnih
jezikov je razprSenost podatkov. Delno jo reSujemo zan@@m korpusov za ucenje in z uporabo dodatnih jezikoumibrimacij: leme,

in morfosintakticne oznake. V priCujo¢em Clanku apiadimo vplive razlicnih tipov jezikovnih informacij in icnih velikosti u¢nih

korpusov. Pri eksperimentih smo uporabili IJS-SVEZ korpus

1. Introduction 2. Statistical Machine Translation

Statistical machine translation uses a notation of a
g ' C .
Research in statistical machine translation was pio-source stringfj’ = f1...f;...f7, which is translated into a

N , .
neered at IBM (P. F. Brown and Mercer, 1993). They devel-tat‘rr.?]et Z[r;ngelé _ene';.ﬁ.?é;]fé nér; c;:}:f:?;:”gfgsrs.na S.gl;rrfeEn_
oped a language-independent framework, which was Iate?l_'hgl i VI'Ith lenath of the t gt i : grljd'
re-implemented, improved, and the software has becom ISh sentencel Is the iength ot the target string andis

freely available. Given these tools and a parallel corpus, tpf Iengg: of tthe SOF:LC;ehStrr'ng Atmong a:)ll.r;t)ossmI.e tar%et
statistical machine translation system can be built in&-rel stings, the string wi € highest probabiiity as given by

tively short time. The quality of the system closely depends:[he Bayes’ decision rule is chosen:

on the features of the training corpus. é{ — mf%xP(eﬂfl‘]) — arg mz}XP(e{) ) P(fi]|e{)
61 61

The historical enlargement of the EU has brought many 1)
new challenging language pairs forma_chine translation. A P(el) is the language model (of the target language)
lot (_)f work has been done on Qzec@e(rjek et al., 2003),_ and P(f/|¢!) is the translation model. Therg max op-
Polish (Jassem, 2004), Croatian (Brown, 1996), Serbiaiaiion denotes the search problem. In this paper we will

(Popovi et al., 2004) and not at last Slovenian (VIGic and ;s on a translation model, which is based on an align-
Erjavec, 2002; Romih and Holozan, 2002). This Paper,ant model.

studies the translation direction Slovenian to English.

Acquisition of a large bilingual parallel corpus for the 3. Translation Model

desired domain requires a lot of time and effort. Therefore, In the translation model the terms 'target |anguage’ and
investigation of statistical machine translation with aatim 'source |anguage’ are reversed. In the translation moeael th
amount of training data is receiving more and more attenterm 'target language’ refers to the Slovenian language and
tion (Popové et al., 2004). In this paper we analyse sta-the 'source language’ refers to the English language. The
tistical translation systems built on the largest Slovenia translation model is based on word alignment. Given an
English parallel corpus IJS-SVEZ (Erjavec, 2006). WeEnglish stringe and a Slovenian string, a word align-
analyse the results obtained with different amounts ofitrai ment is a many-to-one function that maps each Worgj in

ing data, extracted from the same corpus. onto exactly one word i, or onto the NULL word. The



NULL word is an invisible word in the initial position ofan  is used. It is the probability of putting a translation of a
English sentencey. It accounts for Slovenian words that NULL word onto some position in a Slovenian sentence.
have no counterpart in the English sentence. More than . . . -
one Slovenian word can be mapped onto the same Englisfﬁl(AﬂA(ei)’ B(ﬁ)) - distortion probabilities for the

word. In the Slovenian string of words, we distinguish the ead word.Aj is the distance between the head of cur-

heads from the non-heads. The head is the leftmost word €Mt translation, and the previous translation. It may be
of the group mapped to the same English word. All sub- either positive or negative. Distortion probabilities nebd

sequent words in the same group are non-heads. A group?'ftfﬁrent V\(/jorddorQert;]n the targ:at Ianguagg;n comp?rlsog
of Slovenian words does not always contain neighbouring 0 the word orderin the source language. 1asses ofwords

words. A sample of word alignment is shown in Figure 1. are used instead of words.

Each Slovenian word has its counterpart in an English sen-d.,(Aj|B(f;)) - distortion probabilities for the non-head
tence. Two Slovenian words ('Bil’ and 'je’) are mapped to  words. In this casé\j denotes the distance between the
the same English word ('was’). The word 'Bil’' is a head head and non-head word.

word and 'je’ is a non-head word. In this example, these

two words are neighbouring words, but it is not always the =~ Model 4 has some deficiencies. Several words can lie on

case. top of one another and words can be placed before the first
position or beyond the last position in the Slovenian string
NULL It was a scrap of paper folded info a square. An empty word also causes problems. Training results in
A many words being aligned to the empty word. Model 5
Bil je kos papirja zganjen v kocko. is a reformulation of Model 4, in order to overcome some

problems. An additional parameter is trained which denotes
the number of vacant positions in the Slovenian string. Itis
added to the parameters of the distortion probabilities. In
our experiments Models 4 and 5 will be trained, but only
An additional sample of word alignment is shown in Model 4 will be used when decoding. Model 5 is not yet

Figure 2. The NULL word is an artificial construct in the Supported by the decoding program.
initial position of an English sentence. This was a short overview of the translation model.

Readers interested in a more detailed description are re-
NULL products used ferred to the paper (P. F. Brown and Mercer, 1993).

Figure 1: A sample alignment of sentence-pair.

4. Adding Morphological Information

lzdelki ki se uporabljajo Previous work has shown that, for highly inflective lan-
guages, morphological information may be quite useful
Figure 2: A sample alignment using a NULL word as a(Popovi et al., 2004). The question arises, how much can
counterpart of Slovenian words that have no translation irbe gained by adding morphological information.
English. A very basic way to modify input data using morpho-
logical information is by replacing each word-form with as-
. sociated lemma. We expect this transformation would lead
Word-for-word alignments of the translated sentences, 5 improvement in translation quality due to the restric-
are not known. All possible alignments for a given SeN-tion of data sparsity.
tence pair(e, f) are taken into account. An alignmentfora  gjnce |emmatisation removes some useful information,
sentence pair is denoted by we proceed by adding information from morpho-syntactic
A series of five translation models (Model 1 to Model tags. These tags provide values along several morphologi-
5) were proposed by IBM (P. F. Brown and Mercer, 1993). 5| jimensions, such as part of speech, gender, number, etc.
Models 4 and 5 are the most sophlstlcated.. We will focuq;irst only POS (Part Of Speech) tag is used, afterwards the
on Model 4. Model 4 computes the probabili(a, fle)  ¢omplete MSD (Morpho-Syntactic Description) code is at-
of a particular alignment and a particular sentefi@ven  5cneq (Erjavec, 2004). In the latter case, data sparsity is
a sentence. This probability is a product of five individual increased because of homographs.
decisions: The translation model uses words grouped into classes.
t(f;le;) - translation probability. It is the probability of We analyse the influence of morpho-syntactic information
Slovenian wordf; being a translation of English wokd. on word grouping. The comparison was carried out be-
tween monolingual automatic clustering based on mutual
d’nformation and clustering based on MSD codes.
" In the following section four different sets of experi-
ments are described, which differ in the ways the Slovenian
lemma and morpho-syntactic tags are used.

The contribution of morphological information is
closely related to the amount of training data and to its do-
po, p1 - fertility probability for ey. Instead of fertilities main adequacy. We compare translation models, trained on

¢(ep) of a NULL word, one single parametgr = 1 — po different amounts of training data.

n(¢kle;) - fertility probability. An English word can be
translated into zero, one or more than one Slovenian wor
This phenomenon is modelled by fertility. The fertility
¢(e;) of an English worde; is the number of Slovenian
words mapped to it. The probabilities of different feryilit
valuesgy, for a given English word are estimated.



5. Experiments Table 1. As expected, the error rate of the system trained
5.1. SVEZ-1JS corpus on extremely small amounts of corpus is high. Using the
10-times larger train set the Bleu score improved by 89%
relatively. When we used a train set of 100k sentences we
obtained additional improvement of the Bleu score by 45%.

All experiments were performed on SVEZ-1JS corpus,
alarge parallel annotated English-Slovenian corpus.nt co
tains approx. 10 million words of legal texts of the Euro-
pean Union, the ACQUIS Communautaire. The corpus iss 4. Translation model based on lemmas
encoded in XML (according to TEI P4) and linguistically

annotated at word-level. Tagging was performed by USINGe duction of data sparsity. Here we used the lemmatised

TnT trigram tagger. Tagging accuracy for Slovenian WaSg|ovenian part of the corpus. The English part remained

approx. 90%. CLOG (Wh.iCh Is basgd on machine .Iearn- nchanged. The Slovenian vocabulary (determined by the
ing) was used for automatic lemmatisation. The estlmate(%]J

95%. All i ¢ argest train set) contained 29,384 units (lemmas). The
accuracy was approx. - COTpUS processing stepg, .\ anian vocabulary was reduced by 36% relatively (in

were perform_ed_ by al_Jthors of the corpus and are describe(g)mparison to the word-based translation model). This vo-
in some details in (Erjavec, 2006). cabulary resulted in a 2.7% OOV rate, which is 2.3% (ab-

We discarded sentences Ionggr than 15 Wofds from thSolute) lower than in the case of the word-based translation
corpus, because of the computational complexity. The te del. The translation results are in Table 2. A relative im-
set contained 25,000 sentences, taken at regular intervals

The purpose of the second set of experiments was the

from the corpus (homogeneous partition). The experiments Train Set| WER Imp.| Bleu Imp.

were performed using three train sets, which differed ia siz Size %] [%] %] [%]

(measured in sentences): 1k, 10k and 100k. There was no 1K 764 23| 1540 06

overlapping between the train and test sets. The vocabu- 10k 59.3 28| 30.41 5.2

lary contained all units with occurance frequency (in the 100k 475 -1.9| 41.36 -15

train set) greater than 2. All singletons (in training se8 a

mapped to the unique symbol UNK. Table 2: Translation results. Translation model is based on
lemmas.

5.2. Tools

The experiments were performed using only publicly
available third-party tools. The language model was tihine provement is calculated to each value of evaluation metric
by using the CMU-SLM toolkit (Rosenfeld, 1995). Classes(comparing the results with word-based baseline system).
of words were automatically created by means of the toolWe achieved some improvements in the first two experi-
presented in (Maucec, 1997) and developed for languagments, where data sparsity problem is more evident. In the
modelling. Translation model was trained using GIZA++ last experiment we had worse results, because some infor-
(Och and Ney, 2003). The decoding of test sentences wasation is lost by lemmatisation.
performed by the ISI ReWrite Decoder (Germann, 2003).
Translations were evaluated using Word Error Rate (WERP-5.  Translation model based on lemmas and POS

and Bleu score (Papineni et al., 2001). tags
] We wanted to further examine the influence of morpho-
5.3. Translation model based on words syntactic information is the translation process. Each

In our first set of experiments all word forms ap- Slovenian word was replaced by its lemma and the POS tag
peared as unique tokens and were exposed as candidatgtached to it. The Slovenian vocabulary (determined by
for word-to-word alignments. The Slovenian vocabularythe largest train set) contained 30,450 units (lemmas with
(determined by the largest train set) contained 46,475 unitPOS tag). This vocabulary resulted in a 2.9% OQV rate.

(words). This vocabulary resulted in 5.0% OQV rate. Translation results are in Table 3. A relative improvement
Before training, Slovenian words were mapped into

1000 classes and English words into 100 classes. A con- Train Set| WER Imp.| Bleu Imp.

ventional trigram language model was built for the English Size [%] [%] | [%] [%]

language. The language model remained the same in all 1k 76.3 2.4] 15.38 05

experiments. 10 iterations of training were performed for 10k 59.8 2.0| 29.52 2.1

each translation model (1-5). The numbers of iterations 100k 477 -2.3/41.82 -0.4

were fixed for all experiments. Translation results are in
Table 3: Translation results. Translation model is based on

Train Set| WER | Bleu lemmas and POS tags.

Size [%] [%0]

1k 78.2 | 15.31 ) . . .
10k 61.0 | 28.92 is calculated to each value of evaluation metric (comparing
100k 46.6 | 41.97 the results with word-based baseline system). In the first

two experiments the improvement was not as evident as in
Table 1: Translation results. Translation model is based ofhe previous set of experiments with lemmas. In the last
word-forms. case (using 100k sentences in training) worsening of the
Bleu score is smaller, because less information went astray



5.6. Translation model based on lemmas and MSD syntactic information on statistical machine translatisn
codes ing different amounts of training data. Lemmatisation re-
In this set of experiments we wanted to observe the induces data sparsity significantly and improves the results
fluence of complete morpho-syntactic information. Slove-When using small training corpus. In the case of a large
nian words were replaced by lemmas and MSD codes werlaining corpus the performance deteriorated, because som
attached to them. The Slovenian vocabulary (determined byseful information was lost. Using complete morpho-
the largest train set) contained 59,339 units (lemmas, wit§yntactic information is unwise choice due to the increase
MSD code). This vocabulary resulted in a 6% OOV rate. N data sparsity. It seems that only a subset of morpho-
In these experiments we expose the pr0b|em of homosyntactic features is important, which depends on the lan-
graphs_ For examp|e the Wogﬂ)ri can be rep|aced either guage pair under consideration. Our future work will pro-
by goreti_[VMIP3S—N] or by gori_[RGP], depending on ceed in the direction of extracting useful morpho-syntacti
the context. In addition, the problem of data sparsenesgatures by a data driven approach.
increases. The translation results are in Table 4. Thetsesul
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This paper reports our first experiments using SVEZ-
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