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Abstract

This paper presents SPIN, a semantic parser developeddkersplialog systems. The parser provides a powerful rulgulage for an
easy and efficient creation of the rule set. Important festaf the rule language include order-independent matcbint-in support

for referring expressions, rule ordering, constraints actibn functions. On the basis of an example utterance thantages of the
introduced features are shown. The increased processmplexity caused by the powerful rule language is handled bgva parsing

approach that delivers sufficient performance for rule getsare typical for dialog systems. We also show how thegparan be used
for text generation. The paper closes with an evaluatiomefgarser performance showing that the approach is wedidséir dialog

systems.

SPIN: Pomenski parser za sisteme govor jenega dialoga

V Clanku je predstavljen SPIN, semanti¢ni razclenjeikalki je bil razvit za sisteme govorjenega dialoga. Ranfgvalnik ima zmogljiv

jezik za tvorjenje pravil, ki enostavno in u€inkovito tverabor pravil. Pomembne znacilnosti jezika za tvorjenjavp so ujemanje
ne glede na besedni red, vgrajena podpora referentnizoirarazvrstitev pravil, omejitve in opravilne funkcije.apodlagi primera
izjave so prikazane prednosti vpeljanih lastnosti. Pameckompleksnost procesiranja zaradi zmogljivega jezikévarjenje pravil

obvladujemo z novim pristop k skladenjski analizi, ki imalaaten u€inek pri naboru pravil, znacilnih za sisteméodia. Prikazemo
tudi, kako je lahko parser uporabljen za tvorjenje besedilanek zaklju€imo z vrednotenjem delovanja parserjapkigie, da je pristop
primeren za sisteme dialoga.

1. Introduction are robust against speech recognition errors and dis-

This paper presents SPIN, a semantic parser which is  fluencies produced by the user.
especially designed for spoken dialog systems. The parser
operates directly on typed feature structures whereby the
available types and features are taken from the system-wide e Regular expressions are available. Formulating the
ontology. A syntactic analysis of the input utterance is not rules in a more elegant way is supported by this fea-
performed, but the ontology instances are created directly  ture whereby the amount of required rules is reduced.
from word level. The typical advantages of such an ap-  Furthermore, writing of robust rules is simplified.
proach are that processing is faster and more robust against
speech recognition errors and disfluencies produced by the ¢
user, and the rules are easier to write and maintain. Also,
multilingual dialog systems are easier to realize as a syn-
tactic analysis is not required for each supported language
A disadvantage is that the complexity of the possible utter-

ances is somewhat limited, but this is acceptable for most gp|N's powerful rule language requires an optimizing
dialog systems. parser, otherwise processing times would not be acceptable
Most semantic parsers use as underlying formalismsrincipally, the power of the rule language avoids the devel
context free grammars (CFGs), e.g., (Gavalda, 2000) or fippment of a parser which delivers sufficient performance
nite state transducers (FSTs), e.g., (Potamianos and Kugyr an arbitrary rule set. Therefore, the parser is tuned for
2000) or variants of them, e.g., (Ward, 1991; Kaiser et al.yy|e sets that are typical for dialog systems. A key featore t
1999). The SPIN parser uses a more powerful rule langchijeve fast processing is pruning of results that can be re-
guage to simplify writing of rules and to reduce the amountgarded as irrelevant for further processing within theatjal
of required rules. system.
Properties of the rule language include: Currently, the parser is used in thet8RTWEB project

« Direct handling of nested typed feature structure is_(Wahlster, 2004). Earlier versions were successfully used

available, which is important for processin more N the MIAMM_project_(l'«’_eithinger et al., 2005) and the
complex utterances P P g SmartKom project (Reithinger et al., 2003)M&RTWEB

is a multimodal dialog system whose purpose is to provide

e Order-independent matching is supported, i.e., the ora mobile and unified access to semantic databases, web
der of matched input elements is not important. Thisservices and internet search. The semantic databases in-
feature helps processing of utterances in free wordlude a database containing information about current and
order languages, like German, Turkish, Japanese,
Russian or Hindi, and simplifies writing of rules that ~ nttp: // ww smart web- proj ect . or g

Built-in support for referring expressions is available.

Constraints over variables and action functions are
supported providing enough flexibility for real-world
dialog system. Especially, if the ontology is devel-
oped without the parsing module in mind, flexibility is
highly demanded.




previous football World Cups, the web services include, Feature Description

among others, information about POls (point of interests), leftMargin

weather forecast, route planning and traffic information:

Supported languages are German and English (with a re-fightMargin  the index of the rightmost word

duced functionality). BARTWEB is a joint project of sev-  words contains the input words used to create

eral industrial and academic partners mainly located in Ger this instance

many. A client-server architecture is used whereby the

clients are ordinary smartphones or special onboard-units>"

built into motor-bikes or cars. The clients are connected

to the server via UMTS or WLAN. The multimodal recog- scoreClass contains the class used for scoring

nizers, the dialog system, and the access subsystems arg.,,o

located on the server. All modules communicate using ei-

ther XML messages based on the EMMA standarmRDF

messages based on the system-wide used ontology SWintfple 1: List of internal features which are added automat-

(SmartWeb Integrated OntologyjCimiano et al., 2004). ically to each top type.

SWIntO combines the DOLCE ontology (Gangemi et al.,

2002) and the SUMO ontology (Niles and Pease, 2001)

and contains also domain specific classes, properties argheech recognition errors and disfluencies produced by the

instances. user. Order-dependent matching can be activated by using
The paper is structured in the following way: Section square brackets. In this case, the valuesaift Mar gi n

2 presents the rule language, section 3 contains a processAdr i ght Mar gi n are considered.

ing example, section 4 describes the parsing approach, and A single condition checks if an instance within the WM

section 5 discusses how the parser can also be used for tegtof a certain type and if the specified features are also set

generation. Section 6 reports on an evaluation of the pargn the tested instance. The type test considers the type hi-

the index of the leftmost word

contains syntactic information, like
gender, number and case

contains the score (used in combination
with scoreClass)

ing performance. erarchy specified in the system-wide ontology. The tested
type of the instance in the WM may be a subtype of the type

2. Rulelanguage in the condition, but also a supertype. The latter supports

2.1. Working memory processing of referring expressions. For example, a pro-

noun can be mapped to a general type representing objects,
Icij<e Physi cal Obj ect in the SUARTWEB project. If the
matched instance is inserted again in the WM, the type is
refined to the type of the condition. The refined type can
support reference resolution if several candidates arié ava

The rules operate on a working memory (WM) which
consists of typed feature structures. The allowed types an
features are extracted from the system-wide ontology, e.g
SWIntO in the MARTWEB system, plus an additional type
Wor d for representing words. . . .

The top types are automatically extended with internaf”lble in the dialog history.

features which are defined in a reserved namespace. A li%i thS l\J/gfizgret:re?r‘:\gtr\'/';i:';ezog:g'%? r(;ige?jeisstsh??(t)id
of the available internal features is shown in table 1. '

The WM is initially filled with instances of the type straints and in the action part. Within the conditions, dis-

Wor d representing the recognized words. The typed Junctions and ”e‘%’a“"”s are pOSSIble.‘.

has the predefined featurest h (for the orthography of A test on an instance representing a word can be 'flb'
the word),st emandpos (part of speech). The features are brewated_ with the orthography of the word. _Thls _test is
filled by a lexicon lookup. If a feature is not provided in the replaced internally with a test on the stem. This avoids that

lexicon, it remains unspecified individual rules must consider inflectional variants, a-spe

cial advantage for languages with a rich usage of inflections
2.2. Ruleformat like German.

Like in classic rewriting systems, each rule consists at _An €xample for a condition that tests on the country
least of a set of conditions matching elements in the WMWI'Fh the name Brazil and assigns the name to the variable
and a set of actions replacing the matched elements. FulN Is
thermore, constraints over the content bound to variables Count r y( name: $N=Br azi | )
and processing options can be specified.

2.2.1. Conditional part 22.2. Condraints N

tions. Default mode is order-independent matching, i.e.[0 variables. Some built-in constraints are already alatla
the order within the WM and the featurésf t Mar gi n butit is also possible to add user defined constrdifsilt-
andr i ght Mar gi n are ignored. Order-independent match-in constraints include a constraint that checks if the aunte

ing simplifies the writing of rules for free-word order lan- IS exactly of the specified type, ignoring the type hierar-
guages and the writing of rules that are robust against

4User defined constraints have to be written as Java classes
2htt p: // www. w3. or g/ TR/ EMVA which have to be specified in the configuration options of the
Shtt p: // ww. smar t web- proj ect . or g/ ont ol ogy-en. ht n parser.



chy (i sTypeCOf)®, a constraint that checks if the words ~ As the country instance is used also in its original mean-
responsible for the content satisfy the specified syntactiing, the rule is marked as optionalgpt ). Otherwise, the
property { syn) and a constraint that checks if the contentparser optimizations may cause that the solution without
contains a specified substructure ¢nt ai ns). the rule being applied is not produced.

An example for a constraint that checks if the content  The wordMannschaft (teamjs simply mapped to an
bound to the variabl§V contains an instance of the type empty instance of the typeeam
Country is

I cont ai ns($V, Country())

(R3) Mannschaft — Tean()

The next rule handles the determirnkéeser (this)

2.2.3. Action part (R4) [ dieser $O=Physical Object() ]
The action part specifies the elements which replace the — $Q( 1 i ngl nf o: Ref Prop(type: def,

matched elements in the WM. Possible elements in the ac- gender: @yn(3$0, gender),

tion part are typed feature structures, variables and ractio nunber: @yn($0, nunber)))

functions. Action functions allow to post-process the con-
tent bound to variables.
Available built-in action functions include a function

In this case, the order of the matched elements is rel-
evant, so order-dependent matching is activated, indicate
.by the square brackets. This rule exploits the hierarchy of
The system-wide used ontology as all objects that can be re-
ferred to inherit from the typ@hysi cal Obj ect. In the
SMARTWEB system, the reference resolution module uses
gender and number as a criterion to find a suitable refer-
ent. The action functio®yn examines the words that
have been used to create the instances bound to the spec-
ified variables and computes the specified featyeesler
Count ry(name: @ oUpper Case($V)) andnunber . The corresponding entry in the lexicon is

Mannschaft, syn: f emal e- si ngul ar

bound or not @ f )%, a function that insert a specified syn-
tactic property @yn) and functions that provide string op-
erations @oncat , @ oUpper Case).

An example for an action inserting an instance of the
type Count r y with the featurenane set to the value of the
variable$N in upper case is

2.2.4. Processing options . .
Processing options include an option that the test is not Although notrequired for processing of the example ut-

performed only on top level, but also within embedded in-{€ance, we present a rule processsig(it in this case) to
stances{deepMat ch), an option that a rule is always ap- S1OW how pronouns are processed.
plied optional (-opt ), and the possibility to specify anor-  (R5) sie

dering label. The ordering label can be used to force that a — Physi cal Obj ect (I ingl nfo: Ref Prop(
rule is applied before or after other rules. This allows,,e.g type: det, gender:fenale,

to write clean-up rules that are performed when parsing is nunber : si ngul ar))

finished.

Questioned instances are marked in theASTWEB
3. Processing example query language with a variable that contains the requested
media type; it is also possible to asked explicitly for image

In this section, we will demonstrate how the SPIN or videos. The rule processimeelches (whichis

parser can be used to process the utteraiee spielte
diese Mannschaft gegen Brasilien? (How did this team play (R6) [ wel ches $PO=Physi cal Cbj ect () |

against Brazil?)’ — $PQ(var: Vari abl e(
The countryBrasilien (Brazil)is handled by the follow- focus: Text()))
ing rule: A corresponding rule fowann (when)s

(R1) Brasilien (R7) wann
— Count ry(nane: BRAZI L) — Ti mePoi nt (var:

The queried database is language independent and uses Vari abl e(focus: Text ()))
English identifiers in uppercase. Therefore, the country
name has to be set BRAZIL

In our domain, a country name can stand for a nationa[
football team stemming from that country. A rule performs
this transformation: (R8) %wie spielte $T1l=Tean()

(R2) ~opt $C=Country() % gegen $T2=Tean() ]

— Foot bal | Nat i onal Tean( ori gi n: $C) ?;i:/;)_e_:_i iTP:C;Ii—Onutr(n)anEm 0

% % n $R=Tour nanent RoundSt age() |
— Match(team T1, team T2,

The verb phraseie spielte< Team®> gegen< Team2-
how did<Team1> play against<Team2-) is handled by
he rule

SAll constraints are prefixed with.
6Action functions are prefixed wit@

"As processing of free-word order phenomena should be t our nanent : $T,
shown, the example utterances are in German. i nRound: $R,
8The expressiofi RX) is not part of the rule and is only used @f ($TP, happensAt :

for referring purposes. Ti mel nt erval (begi ns: $TP)))



This rule is able to integrate further information, like wie spielte bitte diese Mannschaft gegen Brasilien
a specified tournament, a time point or a round stage like (Please, how did this team play against Brazil?)

conditions, indicated by the preféx diese Mannschaft gegen Brasiliefinally
Besides our example utterance, this single rule (together

with other preprocessing rules for tournaments, rounds,
etc.) can process a lot of other utterances including

Wie spielte Brasilien im Finale 1990? .
. . . : gender: femal e, nunber: singul ar))
(How did Brazil play in the 1990 final?) t eam Tean( or i gi n: Count ry(

Wie spielte Brasilien bei der WM in Spanien? nanme: BRAZI L)) ))
(How did Brazil play at the World Cup in Spain?)

Gegen welche Mannschaften spielte Brasilien ) )
bei der WM 19742 4. Parsingalgorithm

(Which teams did Brazil play against at In this section, the main ideas of the parsing algorithm

?
the World Cup 19747) are presented, a more detailed description can be found in
Wann spielte Brasilien gegen Frankreich? (Engel, 2005).

(When did Brazil play versus France?)

Covering such a variety of utterances with a single rule4.1. Parsing challenge
is only possible because the rule language supports op-

tional conditions and mixing of order-dependent and order-_l_ F_as’t CFG_ parsing apé)roacht;s IiEa;I%y parsin%%rIN,
independent matching. omita’s parsing approachannot be used because s

In addition, order-independent matching makesruIe language allows order_-independentmatching. (Huynh,
processing more robust against speech recognition error%fjs) .h?js Sho‘g” t?at [iarr]_smg oferl:J)Ie Ianglurf[lges that support
as misrecognized words can be simply skipped in man;(? er-|r.1 epen en_ matc ”_19 IS -compge. i
cases. If the recognition errors affect only words which  1YPically, parsing algorithms are optimized to avoid the

are not essential for the understanding of the utteranee, tH9€neration of multiple identical (intermediate) resultsla
utterance can be analyzed at least partially. Examples areintermediate results that cannot be further processed. The
first issue can be addressed using a chart, the second one

using top-down predictions.
But the main problem in parsing rule languages which
. B support order-independent matching is that most of the
Wie spielte Brasilien Frankfurt 19907 generated WMs are irrelevant for further processing in
(How did Brazil play Frankfurt 19907 other modules within the dialog system as they contain un-
(im Finale (in the finalas misrecognized @ankfur)  5cessed elements. The basic idea of the presented ap-
proach is to avoid the generation of as many irrelevant re-
As the query module for the semantic database of thaults as possible. Two starting points have been discovered
World Cup data expects that at least one instance is marked (1) For many rules it is not appropriate to be applied be-
as questioned, a cleanup rule checks whether an embeddgffe some other rules, as in this case irrelevant results are
instance is marked as questioned and adds the dialog agénerated. An example is the application of rule (R8) be-
Question If this is not the case the matched instance itselffore rule (R4) is applied. The problem is ttdieses (this)

Question(content: Mat ch(
var: Vari abl e(focus: Text()),
t eam Tean( | i ngl nf o: Ref Prop(

spielte diese Mannschaft gegen Frankreich?
(did this team play against France?)
(Wie (How)was not recognized)

is marked as questioned (second rule): is not integrated and, even worse, the word cannot be inte-
(R9) cleanupl: $M:Match() grated later on, as the instaneeot bal | Nat i onal Team
I cont ai ns($M Vari abl e()) is embedded after the application of rule (R8) and therefore
— Question(content:$M)) unreachable for rule (R4). To overcome this problem, the
idea is to order the rules offline, so that rule (R4) is applied
(R10) cleanup2: $M=Match() before rule (R8).
— Question(content: $Mvar: (2) In many cases, the original WM can be deleted after
Vari abl e(focus: Text()))) the application of a rule. In a standard bottom-up parser,

In the configuration options of the parser, it is speci-the result of a rule application is always added to the al-
fied that rules marked with the ordering lalgleanup1 ~ ready existing set of alternative WMs. This is necessary as
are applied before rules marked with the ordering labePtherwise relevant results may not be generated. But if al-

cl eanup2. ternative rules do not exist, maintaining the original WM is
A rule that handles general utterances likige (please) NOt necessary. So the idea is to detect offline which rules
is can match the same input and to maintain only the original

WM in these cases. All other rules are marked as destruc-
tive, i.e., the original WM is deleted after the applicatafn
that rule. As the presented example rules are not ambigu-
Due to order-independent matching this works aldaitte ~ ous, all rules are marked as non-destructive with the excep-
is placed in the middle of the utterance, e.g., tion of rule (R2) which is marked explicitly as optional.

(R11) cleanup3: bitte $D=Di al ogAct ()
— $D(node: polite)



grammar for English developed at the University of Penn-
sylvanid?®.

The input of the generation module is the result of a
query and is represented as an instance of SWintO. The
input is transformed to a text string in three steps:

1. A derivation tree for the TAG-grammar is created us-
ing SPIN rules which are applied on the semantic input
structure.

2. The actual syntax tree is constructed using the deriva-

Figure 1: The generated dependency graph for the rules tion tree. After the tree hf_;ls been built up, the features
(R1) to (R11). One cycle exists containing rules (R4) and  of the tree nodes are unified.

R5). Transitive transitions are omitted. . . .
(RS) 3. The correct inflections for all lexical leafs are looked

o up in a lexicon. Traversing the lexical leafs from left
4.2. Realization to right generates the text string.

First, the rules are ordered using a dependency graph. o _
Therefore, each rule is compared with all other rules. If ~The focus of the further description is put on the first
rule A creates instances that can be processed by rule B,5€p, the creation of the derivation tree. o
dependency transition is inserted between rule A and rule A direct generation of the TAG tree description would
B. After all rules have been processed, the rules are linlead to too complicated and unintuitive rules. Instead, the
earized by walking through the graph and assigning eacBeneration process is split into two phases. First, an-inter
rule an application number. mediate representation is built up on a phrase level. This

Before the dependency graph is linearized, the graph ighase is domain dependent. In a second step, the interme-
checked for cycles. A cycle means that arule A can proces@iate description is transformed to a derivation tree. The
the result generated by a rule B, but rule B can also procedstermediate layer is domain independent and therefore the
the result generated by rule A. If a cycle is detected, altransformation rules for the second part are also domain in-
rules of that cycle get the same application number. Rulegependent. _ S _
with the same number are applied in a loop until none of  The generation of a text string is illustrated by the input
the rules can be applied anymore. structure

After the rules are ordered, each rule is examined if it )

L A . VP(0: Mat ch(
is in "competition” with at least one other rule applied af- : : S
.. . t eaml: Foot bal | Nat i onal Tean( ori gi n:
terwards. |If this is the case, the rule is marked as non- )
. . L . . Count r y( nane: GERVANY) )
destructive, i.e., the original WM is kept in the set of al- i : .
. . . . tean?: Footbal | Nati onal Tean{ori gi n:
ternative WMs, otherwise the rule is marked as destructive, }
. I . . Count ry( nane: BRAZI L))
i.e., the original WM is deleted from the set of alternative R
WMs resul t: 1:0" ))

If a rule A is in competition with a rule B depends on Which should be verbalized as
the following: The application number of rule A has to be Deutschland spielte gegen Brasilien 1:0
greater or equal than the application number of rule B, and (Germany played against Brazil 1:0)

a WM must exist so that rule A and rule B can be appliedr,,q examplary rules of the first phase are presented. The

to that WM, and at least one element of th_e WM is matched; ot e produces the verb phrase (VP) vafiielen (play)
by both rules. The algorithm to detect if two rules canihe second one verbalizes the teams.

match partially the same input is quite complex and is not
described in this paper.

Figure 1 shows the constructed dependency graph for
the rules used in section 3.

$VP=VP( 0: Mat ch(
t eaml: $T1, t ean®: $T2,
resul t: $R not (1 ex:))
— $VP(| ex: spi el en,
5. Text generation sub: NP(o: $T1),

When the development of the parser was started, using pp: PP(1 ex: gegen, np: NP(0: $T2) ),
the parser as part of a text generation module was not in- adv: AdvP(l ex: $R))
tended. But the parser has proven as flexible enoug_h to $NP=NP( 0: Foot bal | Nat i onal Tean{ ori gi n:
support this tasl_<. An (_early version of_ the text generation Count ry(name: Brazi 1)), not (1 ex:))
module called NipsGéis already used in theNsART WEB . $NP(I ex: Brasi | i en)
project. The SPIN parser is used in combination with a )
TAG (tree adjoining grammar) module (Becker, 2006). The In thg sgcond phase, the phrase structure is cor_werted
TAG grammar of this module is derived from the XTAG to a derivation tree for the TAG grammar. Each tree in the
TAG grammar has a corresponding type in the ontology.
®Nips in the name NipsGen stands for the reverse usage of
SPIN parser, Gen stands for generation. ht t p: // www. ci s. upenn. edu/ ~xt ag/
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