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Introduction: chatbots
• Conversational agents (Cassell 2000)
• software agents which perform tasks or services for their users
• chatbots on the web, virtual assistants on smartphones, automated call 

handling systems
• efficiency, special needs, entertainment, companionship
• introduced into everyday tasks and technologies

• Human-computer interaction
• increasingly important research topic
• computer science: how to create a machine that can hold a conversation
• communication studies and social sciences: the social role of conversational 

agents



Abusive behaviour towards conversational 
agents
• Nothing new: 

observed in many novel mechanical inventions, e.g. cars - fear 
(Billerter 1997)
• Increasingly human-like agents result in anthropomorphism (Bicmore

and Picard 2005)
• Still heavily underresearched (De Angeli et al. 2005)
• Estimated to be much higher in both volume and intensity than in 

human-human interaction (20-30% of all interactions abusive)



• Veletsianos, Scharber, and Doering (2008):
• analysis of conversations between teenagers and a pedagogical 

agent in a school environment 
• De Angeli and Brahnam (2008):
• analysis of a corpus of conversation with a chatterbot designed 

mainly for entertainment and companionship
• Rehm (2008):
• lab. evaluation of a game where two humans and an embodied 

conversational agent participate in a game requiring deception

Related work



• The social acceptability of disinhibition tends to increase in these 
studies
• Verbal abuse & sexual conversations are common in anonymous 

interaction with conversational agents
• Intended focus of the dialogue (learning vs. fun), interaction setting 

(school vs. home), and interface (text only chatterbot vs. embodied 
agent) has little effect on the occurrence of verbal abuse (10% of 
communication)
• Independent of the context, people enjoy provoking, teasing, and 

humiliating the conversational agent
• Conversational agents are conducive towards disinhibited behavior

and not bound by moral constraints

Related work: results



The ELIZA chatbot



ELIZA

• ELIZA is one of the first, and still best know computer chat(ter)bots
• Named after Eliza Doolittle (Shaw‘s Pygmalion)
• Created in 1966 by Joseph Weizenbaum (1923–2008) at MIT AI Laboratory
• ELIZA mimics a Rogerian psychologist: open-ended questions to encourage 

patients to communicate more effectively with therapists
• Weizenbaum is considered one of the fathers of AI
• He was ambivalent towards computer technology: computers should not 

be allowed to make important decisions because they lack human qualities 
such as compassion and wisdom
• ELIZA used as case in point: his secretary asked him to leave the room after 

starting to converse with the chatbot



Joseph Weizenbaum 
Computer Power and Human Reason (1976)
young woman: Men are all alike.
eliza: In what way?
young woman: They're always bugging us about something specific or other.
eliza: Can you think of a specific example?
young woman: Well, my boyfriend made me come here.
eliza: Your boyfriend made you come here?
young woman: He says I'm depressed much of the time.
eliza: I am sorry to hear you are depressed.
young woman: It's true. I'm unhappy.
eliza: Do you think coming here will help you not to be unhappy?



ELIZA in action

• ELIZA uses pattern matching and reformulates users’ sentences into 
questions

• Re-implemented countless times and in different computer languages 
like LISP (part of Emacs) and Prolog

• The Prolog version was made available at www-ai.ijs.si/eliza by Marko 
Grobelnik soon after the beginning of the Internet

• URL linked from many sites, e.g. from Wikipedia, therefore very popular

• Web version worse than original: 
users are anonymous, so can’t use previous answers for new questions

• Keeps a log of interactions



The ELIZA corpus



The ELIZA Corpus
• Source: conversation logs of www-ai.ijs.si/eliza
• 5 years of conversations: 2002-12-19 to 2007-11-26
• Cleaned, de-duplicated
• 5.7 million conversations, 25 million words 



Structure of the corpus
Thu Dec 19 20:54:14 CET 2002

i' am in love

How long have you been in love?

------------------------------------

Thu Dec 19 20:54:39 CET 2002

for foor months

Please go on.

------------------------------------

Thu Dec 19 20:56:54 CET 2002

Mi name is David

I have told you before, I do not care 
about names.

------------------------------------

Thu Dec 19 20:57:25 CET 2002

Ok. I need a piece of advice

Why do you want a piece of advice?

------------------------------------

Thu Dec 19 20:57:58 CET 2002

Because i 'm not feeling well

Do any other reasons not come to mind?

• One interaction: time + input + question
• No user identification (overlapping conversations)
• Tokenised, part-of-speech tagged and lemmatised



Availability of the ELIZA corpus

• European research infrastructure CLARIN 
„Common Language Resources and Technology Infrastructure“

• 20 members, also Slovenia:

• Support for events and language resource and service creation for 
Slovene (and other languages)

• Certified repository of language resources (downloadable datasets)

• Two on-line concordancers: noSketch Engine and KonText

• ELIZA corpus publicly available through both



noSketchEngine • search with powerful CQL language: 
regular expressions and  annotations

• concordances
• frequency lexica
• keywords
• collocations



Lexical analysis
of the ELIZA corpus



Keyword analysis
• Categories of swearing and abuse vocabulary

(McEnery et al. 1998)
• traditional swearwords (fuck, piss, shit)
• animal terms of abuse (pig, cow, bitch)
• sexist terms of abuse (bitch, whore, slut)
• intellect-based terms of abuse (idiot, prat, imbecile)
• racist terms of abuse (paki, nigger, chink)
• homophobic terms of abuse (queer, puff, lezza)

• Categorization of top 100 keywords

• Profanity wordlist (von 
Ahn @ CMU)
• list of 1400 English 

words that could be 
found offensive
• http://www.cs.cmu.edu/

~biglou/resources/bad-
words.txt

• Comparison with corpus 
of the English web 
(ukWaC)

http://www.cs.cmu.edu/~biglou/resources/bad-words.txt


Top 30 ELIZA



Top 30 ukWaC



Profanity
sex 32
excretion 9
violence 3
emotion 3
body parts 2
clothing 2
spelling error 1
language 1
religion 1
total 54

Swear and abuse
(McEnery et al. 1998)

sexist terms of abuse 13
traditional swearwords 13
intellect-based terms of abuse 10
homophobic terms of abuse 5
racist terms of abuse 2
general terms of abuse 3
total 46

• 10 keywords with more than 1 spelling variant
• nearly half of the keywords swear & abusive words
• animal terms of abuse not among 100 top-ranking keywords
• McEnery et al. (1998) missing general terms of abuse (sucker, wanker)

Categories



Collocation analysis
• traditional swearwords: FUCK

• sexist terms of abuse: BITCH



• intellect-based terms of abuse: IDIOT • sexist terms of abuse: SLUT



• racist terms of abuse: NIGGER • homophobic terms of abuse: FAG



Abusive collocates

Abusive collocates n
fuck 3
bitch 6
idiot 3
slut 6
nigger 11
fag 6

• Observing the top ranking keywords from each of the categories by McEnery et al. 
Inspected top 20 collocates in window -3 .. +3 and using the MI3 score

• How many are abusive?



Conclusions

• Nice inversion: Weizenbaum‘s secretary vs. real users
• Due to stupidity of program, quick descent into aggression: much 

more abuse than is reported for other chatbots
• So, a large publicly accessible corpus of abusive texts
• Possible to download ELIZA corpus on request (GDPR)
• Presented a preliminary lexical analysis of the corpus
• Further work: better PoS annotation, further analyses
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