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∗ University of Ljubljana, Faculty of Computer and Information Science
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Abstract
Word embeddings represent words in a numeric space in such a way that semantic relations between words are encoded as distances
and directions in the vector space. Cross-lingual word embeddings map the vector space of one language to the vector space of another
language, or vector spaces of multiple languages to the joint vector space where similar words are aligned. Cross-lingual embeddings can
be used to transfer machine learning models between languages, thereby compensating for insufficient data in less-resourced languages.
We use cross-lingual word embeddings to transfer machine learning prediction models for Twitter sentiment between 13 languages.
We focus on two transfer mechanisms using the joint numerical space for many languages as implemented in the LASER library: the
transfer of trained models and the expansion of training sets with instances from other languages. Our experiments show that the transfer
of models between similar languages is sensible, while dataset expansion did not increase the predictive performance.

1. Introduction
Word embeddings are representations of words in nu-

merical form, as vectors of typically several hundred di-
mensions. The vectors are used as input to machine learn-
ing models; for complex language processing tasks, these
generally are deep neural networks. The embedding vectors
are obtained from specialized neural network-based em-
bedding algorithms, e.g., word2vec (Mikolov et al., 2013),
or fastText (Bojanowski et al., 2017). Modern word em-
bedding spaces exhibit similar structures across languages,
even when considering distant language pairs like En-
glish and Vietnamese (Mikolov et al., 2013). This means
that embeddings independently produced from monolin-
gual text resources can be aligned, resulting in a com-
mon cross-lingual representation, called cross-lingual em-
beddings, which allows for fast and effective integration of
information in different languages.

There exist several approaches to cross-lingual embed-
dings. The first group of approaches uses monolingual
embeddings with the optional help from a bilingual dic-
tionary to align the pairs of embeddings (Artetxe et al.,
2018a). The second group of approaches uses bilingually
aligned (comparable or even parallel) corpora to construct
joint embeddings in all the involved languages (Artetxe and
Schwenk, 2019). The third type of approach is based on
large pretrained multilingual masked language models such
as BERT (Devlin et al., 2019). In this work, we focus on
the second group of approaches, i.e. a joint sentence repre-
sentation for many languages (Artetxe and Schwenk, 2019)
as implemented in the LASER library1 and available for 93
languages.

Sentiment annotation is a costly and lengthy operation,
with relatively low inter-annotator agreement (Mozetič et

1https://github.com/facebookresearch/LASER

al., 2016). Large annotated sentiment datasets are there-
fore rare, especially for low-resourced languages. The
transfer of already trained models or datasets from other
languages would be useful and would increase the ability
to study sentiment-related phenomena for many more lan-
guages than possible today.

Using a collection of 13 large Twitter sentiment
datasets, annotated in the same manner, we study two
modes of cross-lingual transfer based on projections of sen-
tences into a joint vector space. The first approach trans-
fers trained models from source to target languages, where
the model is trained on source language(s), and used for
classification in the target language(s). This model trans-
fer is possible because texts in all involved languages are
embedded into the common vector space. The second ap-
proach expands the training set with instances from other
languages, and then all instances are mapped into the com-
mon vector space during neural network training. Addi-
tionally, we analyse the quality of representations for the
Twitter sentiment classification and compare the common
vector space for several languages constructed by LASER
library, multilingual BERT, and traditional bag-of-words
approach. The results show a relatively low decrease in
predictive performance when transferring trained sentiment
prediction models between languages.

The paper is divided into four sections. In Section 2,
we present background on different types of cross-lingual
embeddings: alignment of monolingual embeddings, build-
ing a fixed common vector space for several languages, and
multilingual contextual models. In Section 3, we present
a large collection of tweets from 13 languages used in
our empirical evaluation, the implementation details of our
deep neural network prediction models, and the evaluation
metrics used. Section 4 contains four series of experiments.
We first analyse the transfer of trained models between lan-
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guages from the same language group and from a different
language group, followed by the expansion of datasets with
instances from other languages. We end the experimental
part with the evaluation of representation spaces and com-
pare the common vector space with the multilingual BERT
model. In Section 5, we summarise the results, draw the
conclusions, and present ideas for further work.

2. Background
Word embeddings represent each word in a language as

a vector in a high dimensional vector space so that the re-
lations between words in a language are reflected in their
corresponding embeddings. Cross-lingual embeddings at-
tempt to map words represented as vectors from one vector
space to the other so that the vectors representing words
with the same meaning in both languages are as close as
possible. Søgaard et al. (2019) present a detailed overview
and classification of cross-lingual methods.

Cross-lingual approaches can be sorted into three
groups, described in the following three subsections. The
first group of methods uses monolingual embeddings with
(an optional) help from bilingual dictionaries to align the
embeddings. The second group of approaches uses bilin-
gually aligned (comparable or even parallel) corpora for
joint construction of embeddings in all involved languages.
The third type of approach is based on large pretrained mul-
tilingual masked language models such as BERT (Devlin
et al., 2019). The multilingual BERT is typically used as
a starting model which is fine-tuned for a particular task,
without explicitly extracting embedding vectors.

2.1. Alignment of monolingual embeddings
Cross-lingual alignment methods take precomputed

word embeddings for each language and align them with
optional use of bilingual dictionaries. Two types of mono-
lingual embedding alignment methods exist. The first type
of approaches map vectors representing words in one of
the languages into the vector space of the other language
(and vice-versa). The second type of approaches maps em-
beddings from both languages into a common vector space.
The goal of both types of alignments is the same: the em-
beddings for words with the same meaning must be as close
as possible in the final vector space. A comprehensive sum-
mary of existing approaches can be found in (Artetxe et al.,
2018a). The open source implementation of the method de-
scribed in (Artetxe et al., 2018a), named vecmap2, is able
to align monolingual embeddings either using supervised,
semi-supervised, or unsupervised approach.

The supervised approach requires the use of a bilin-
gual dictionary, which is used to match embeddings of
equivalent words. The embeddings are aligned using the
Moore-Penrose pseudo-inverse, which minimizes the sum
of squared Euclidean distances. The algorithm always con-
verges but can be caught in a local maximum when the ini-
tial solution is poor. To overcome this, several methods
(stochastic dictionary introduction, frequency-based vocab-
ulary cutoff, etc.) are used that help the algorithm to climb
out of local maxima. A more detailed description of the
algorithm is given in (Artetxe et al., 2018b).

2https://github.com/artetxem/vecmap

The semi-supervised approach uses a small initial seed-
ing dictionary, while the unsupervised approach is run with-
out any bilingual information. The latter uses similarity
matrices of both embeddings to build an initial dictionary.
This initial dictionary is usually of low but sufficient qual-
ity for later processing. After the initial dictionary (either
by seeding dictionary or using similarity matrices) is built,
an iterative algorithm is applied. The algorithm first com-
putes optimal mapping using the pseudo-inverse approach
for the given initial dictionary. Then the optimal dictionary
for the given embeddings is computed, and the procedure is
repeated with the new dictionary.

When constructing mappings between embedding
spaces, a bilingual dictionary can be helpful as its entries
can be used as anchors for the alignment map for super-
vised and semi-supervised approaches. However, lately, re-
searchers have proposed methods that do not require the use
of a bilingual dictionary, but rely on adversarial approach
(Conneau et al., 2018) or use the frequencies of the words
(Artetxe et al., 2018b) to find a required transformation.
These are called unsupervised approaches.

2.2. Projecting into a common vector space
To construct a common vector space for all involved

languages, one requires a large aligned bilingual or multi-
lingual parallel corpus. The constructed embeddings must
map the same words in different languages as close as pos-
sible in the common vector space. The availability and
quality of alignments in training set corpus may present an
obstacle. While Wikipedia, subtitles, and translation mem-
ories are good sources of aligned texts for large languages,
less-resourced languages are not well-presented and build-
ing embeddings for such languages is a challenge.

LASER (Language-Agnostic SEntence Representa-
tions) is a Facebook research project focusing on joint
sentence representation for many languages (Artetxe and
Schwenk, 2019). Similarly to machine translation architec-
tures, it uses an encoder-decoder architecture. The encoder
is trained on a large parallel corpus, translating a sentence
in any language or script to a parallel sentence in either En-
glish or Spanish (whichever exists in the parallel corpus),
thereby forming a joint representation of entire sentences
in many languages in a shared vector space. The project
focused on scaling to a large number of languages; cur-
rently, the encoder supports 93 different languages. Using
LASER, one can train a classifier on data from just one lan-
guage and use it on any language supported by LASER. A
vector representation in the joint embedding space can be
transformed back into a sentence using a decoder for the
specific language.

2.3. Multilingual BERT
BERT (Bidirectional Encoder Representations from

Transformers) embedding (Devlin et al., 2019) generalises
the idea of language model (LM) to masked language mod-
els, inspired by the cloze test, which tests understanding
of a text by removing a certain portion of words, which
the participant is asked to replace. The masked language
model randomly masks some of the tokens from the in-
put, and the task of LM is to predict the missing token
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based on its neighbourhood. BERT uses transformer neu-
ral networks (Vaswani et al., 2017) in a bidirectional sense
and further introduces the task of predicting whether two
sentences appear in a sequence. The input representation
of BERT are sequences of tokens representing sub-word
units. The input is constructed by summing the embeddings
of corresponding tokens, segments, and positions. Some
widespread words are kept as single tokens, others are split
into sub-words (e.g., frequent stems, prefixes, suffixes—if
needed down to single letter tokens). The original BERT
project offers pre-trained English, Chinese and multilingual
model. The latter, called mBERT, is trained on 104 lan-
guages simultaneously.

To use BERT in classification tasks only requires adding
connections between its last hidden layer and new neu-
rons corresponding to the number of classes in the intended
task. The fine-tuning process is applied to the whole net-
work, and all of the parameters of BERT and new class-
specific weights are fine-tuned jointly to maximise the log-
probability of the correct labels.

3. Datasets and experimental settings
In this section, we present the evaluation metrics, exper-

imental data and implementation details of the used neural
prediction models.

3.1. Evaluation metrics
Following Mozetič et al. (2016) we report F1 score

which takes positive and negative sentiment into account,
and classification accuracy CA. F1(c) score for class value
c is the harmonic mean of precision p and recall r for the
given class c, where the precision is defined as the propor-
tion of correctly classified instances from the instances pre-
dicted to be from the class c, and the recall is the proportion
of correctly classified instances actually from the class c.

F1(c) =
2pcrc
pc + rc

.

The F1 score returns values from [0, 1] interval, where 1
means perfect classification and 0 completely wrong pre-
dictions. We use F1 score averaged over positive (+) and
negative (−) sentiment class:

F1 =
F1(+) + F1(−)

2
.

As the sentiment labels are ordered, the neutral sentiment
label is implicitly taken into account in F1.

The classification accuracy CA is defined as the ratio of
correctly predicted tweets Nc to all the tweets N :

CA =
Nc

N

3.2. Datasets
We use a corpus of Twitter sentiment datasets (Mozetič

et al., 2016), consisting of 15 languages, with over 1.6 mil-
lion annotated tweets. The languages covered are Albanian,
Bosnian, Bulgarian, Croatian, English, German, Hungar-
ian, Polish, Portuguese, Russian, Serbian, Slovak, Slovene,
Spanish, and Swedish. Authors studied the annotators’

agreement on the labelled tweets. They discovered that for
some languages (English, Russian, Slovak) the SVM clas-
sifier achieves significantly lower score than the annotators.
This hints that for these languages, there might be a room
for improvement using better classification model or larger
training set.

We cleaned the above datasets by removing the du-
plicated tweets, weblinks, and hashtags. Due to the low
quality of sentiment annotations indicated by low self-
agreement and low inter-annotator agreement, we removed
Albanian and Spanish datasets. For these two languages,
the self-agreement expressed with F1 score (i.e. F1(c) is
the fraction of equally labelled tweets out of all the tweets
with a given label c) is 0.60 and 0.49, respectively; the inter-
annotator agreement is 0.41 and 0.42. The characteristics of
the remaining 13 datasets are presented in Table 1.

3.3. Implementation details
In our experiments, we use two different types of pre-

diction models, BiLSTM neural networks using joint vec-
tor space embeddings constructed with the LASER library,
and multilingual BERT. The multilingual BERT model is
case sensitive (i.e. bert multi cased), pretrained on 104 lan-
guages, has 12 transformer layers, and 110 million param-
eters. We fine-tune only the last layer of the network, using
the batch size of 32, and 3 epochs.

The cross-lingual embeddings from LASER library are
pretrained on 93 languages, using BiLSTM networks, and
are stored as 1024 dimensional embedding vectors. Our
classification models contain the embedding layer, fol-
lowed by multilayer perceptron hidden layer of size 8, and
an output layer with three neurons (corresponding to three
output classes, negative, neutral, and positive sentiment)
using the softmax. We use ReLU activation function and
Adam optimizer. The fine-tuning uses a batch size of 32
and 10 epochs.

Further technical details are available in the freely avail-
able source code.

4. Experiments and results
Our experimental evaluation focuses on text represen-

tation using embeddings into a common vector space with
the LASER library. We conducted several experiments re-
ported below: transfer of models between languages from
the same and different language family, expansion of train-
ing sets with varying amounts of data from other languages,
and comparison of the joint space embeddings with the
multilingual BERT. We did not systematically test all pos-
sible combinations of languages and language groups as
this would require too much computational time and results
would not fit into the paper. Instead, we arbitrary selected
a few language combinations in advance. We leave a more
systematic approach based on informative features (Lin et
al., 2019) for further work.

4.1. Transfer to the same language family
We first test the transfer of prediction models between

similar languages from the same language family. The
transfer between similar languages is the most likely to be
successful. As the source and target languages, we tried
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Number of tweets Agreement
Language Negative Neutral Positive All Self- Inter-
Bosnian 12,868 11,526 13,711 38,105 0.81 0.51
Bulgarian 15,140 31,214 20,815 67,169 0.77 0.50
Croatian 21,068 19,039 43,894 84,001 0.81 0.51
English 26,674 46,972 29,388 103,034 0.79 0.67
German 20,617 60,061 28,452 109,130 0.73 0.42
Hungarian 10,770 22,359 35,376 68,505 0.76 -
Polish 67,083 60,486 96,005 223,574 0.84 0.67
Portuguese 58,592 53,820 44,981 157,393 0.74 -
Russian 34,252 44,044 29,477 107,773 0.82 -
Serbian 24,860 30,700 16,161 71,721 0.81 0.51
Slovak 18,716 14,917 36,792 70,425 0.77 -
Slovene 38,975 60,679 34,281 133,935 0.73 0.54
Sweedish 25,319 17,857 15,371 58,547 0.76 -

Table 1: The left-hand side reports the number of tweets from each of the category and the overall number of instances
for individual languages. The right-hand side contains self-agreement of annotators, and inter-annotator agreement for
languages where more than one annotator was involved.

Transfer Both target
Source Target F1 CA F1 CA
German English 0.55 0.59 0.62 0.65
Polish Russian 0.64 0.59 0.70 0.70
Polish Slovak 0.63 0.59 0.72 0.72
German Swedish 0.58 0.57 0.67 0.65
German Swedish English 0.58 0.60 0.62 0.65
Slovene Serbian Russian 0.53 0.55 0.70 0.70
Slovene Serbian Slovak 0.59 0.52 0.72 0.72
Average performance gap 0.09 0.11

Table 2: The transfer of trained models between languages
from the same language family using common vector space
(left-hand side) and comparison with both training and test-
ing set from the target language (on the right-hand side).

several combinations of Slavic and Germanic languages.
We report the results in Table 2.

In each experiment, we use the entire dataset(s) of the
source language as the training set, and the whole dataset
of the target language as the testing set. We compare the
results with the training and testing set from the target lan-
guage, where 70% of the dataset is used for training and
30% for testing. The latter results can be taken as an upper
bound of what the transfer models could achieve in an ideal
condition.

The results from Table 2 show that there is a gap be-
tween transfer learning models and native models from 4%
to 20% (on average the decrease in performance for transfer
learning is 9.3% for F1 and 11.1% for CA). For the direct
transfer of models without additional target data, these re-
sults are encouraging.

4.2. Transfer to different language family
We repeat the experiments we did for languages from

the same language family on languages from different lan-
guage families. The transfer is less likely to be successful
in this case, and we expect a lower performance in these
unfavourable conditions.

The results from Table 3 show that there is a gap be-
tween transferred models and native models from 4% to

Transfer Both target
Source Target F1 CA F1 CA
Russian English 0.52 0.56 0.62 0.65
English Russian 0.57 0.58 0.70 0.70
English Slovak 0.46 0.44 0.72 0.72
Polish, Slovene English 0.58 0.57 0.62 0.65
German, Swedish Russian 0.61 0.61 0.70 0.70
English, German Slovak 0.50 0.47 0.72 0.72
Average performance gap 0.14 0.15

Table 3: The transfer of trained models between languages
from different language groups using the common vector
space representation (left-hand side), and comparison with
both training and testing set from the target language (on
the right-hand side).

28% (on average the decrease of performance for trans-
fer learning is 14% for F1 and 15.2% for CA). This gap is
significant and makes the resulting transferred models less
useful in the target languages. Another observation is that
the differences between target languages are significant. It
seems that the transfer to Slovak is much less successful
than to Russian, while English is in between the two.

4.3. Increasing datasets with several languages
We test possible improvements in prediction perfor-

mance if we increase the training sets with instances from
several related and unrelated languages. The training set
in each experiment consists of instances from several lan-
guages projected into the common vector space and also
70% of the target language dataset. The remaining 30%
of target language instances are used as the testing set. As
the text representation, we use projection into the common
vector space computed with the LASER library.

The results from Table 4 show a gap between learning
models using the expanded datasets and native models (the
decrease for expanded models is from 2% to 7%, on aver-
age 3% for F1 and 5.7% for CA). These results indicate that
the tested expansion of datasets was unsuccessful, i.e. the
provided amount of instances from the target language was
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Expanded Only target
Source Target F1 CA F1 CA
English, Croatian, Slovene Slovene 0.58 0.53 0.60 0.60
English, Croatian, Serbian, Slovak 0.67 0.65 0.72 0.72
Hungarian, Slovak
English, Croatian, Russian Russian 0.67 0.65 0.70 0.70
Russian, Swedish, English English 0.60 0.61 0.62 0.65
Average improvement -0.03 -0.06

Table 4: The expansion of training sets with instances from
several languages projected into the common vector space
using the LASER library (left-hand side) and comparison
with training and testing set from the same language (on
the right-hand side).

All other & Target Only Target
Target F1 CA F1 CA
Bosnian 0.64 0.59 0.67 0.64
Bulgarian 0.54 0.56 0.50 0.59
Croatian 0.63 0.57 0.73 0.68
English 0.58 0.60 0.62 0.65
German 0.52 0.59 0.53 0.65
Hungarian 0.59 0.61 0.60 0.67
Polish 0.67 0.63 0.70 0.66
Portugal 0.44 0.39 0.52 0.51
Russian 0.66 0.64 0.70 0.70
Serbian 0.52 0.49 0.48 0.54
Slovak 0.64 0.61 0.72 0.72
Slovene 0.54 0.50 0.60 0.60
Swedish 0.63 0.59 0.67 0.65
Average improvement -0.04 -0.07

Table 5: The expansion of training sets with instances from
all other languages mapped into the common vector space
using the LASER library (left-hand side) and comparison
with training and testing set from the same language (on
the right-hand side).

already sufficient for successful learning. The additional
instances from other languages are likely to be of lower
quality than the native instances and therefore decrease the
performance.

To test an even more extensive expansion of the training
sets, we trained models on all other languages and 70% of
the target language, while testing them on the remaining
30% of the target language. The results are presented in
Table 5.

The results show that using many languages and signifi-
cant enlargement of datasets can be successful. For Bulgar-
ian and Serbian training on many languages gives higher F1

score (but not CA) than training only on the target language.
For all other languages, the tried expansions of training sets
are unsuccessful, and the difference to native models is on
average 3.5% for F1 score and 6.8% for CA.

4.4. Comparing embeddings
In our final experiment, we compare embeddings into

a common vector space obtained with LASER library with
the multilingual BERT. Note that in this experiment, there
is no transfer between different languages but only a test
of the quality of the representation, i.e. embeddings. The
training set in each experiment consists of randomly cho-

LASER mBERT SVM
Language F1 CA F1 CA F1 CA
Bosnian 0.67 0.64 0.65 0.66 0.61 0.56
Bulgarian 0.50 0.59 0.58 0.60 0.52 0.54
Croatian 0.73 0.68 0.64 0.68 0.61 0.56
English 0.62 0.65 0.72 0.71 0.63 0.64
German 0.53 0.65 0.66 0.66 0.54 0.61
Hungarian 0.60 0.67 0.65 0.69 0.64 0.67
Polish 0.70 0.66 0.70 0.73 0.68 0.63
Portugal 0.52 0.51 0.66 0.67 0.55 0.51
Russian 0.70 0.70 0.74 0.75 0.61 0.60
Serbian 0.48 0.54 0.56 0.54 0.61 0.56
Slovak 0.72 0.72 0.70 0.75 0.68 0.68
Slovene 0.60 0.60 0.66 0.64 0.55 0.54
Swedish 0.67 0.65 0.64 0.66 0.66 0.62
Average 0.62 0.64 0.66 0.67 0.61 0.59

Table 6: Comparison of different representations: su-
pervised mapping into a common vector space with the
LASER library, multilingual BERT, and bag-of-ngrams
with the SVM classifier. The best score for each language
and metric is in bold.

sen 70% of the dataset for each language, while the re-
maining 30% of instances are used as the testing set. As
a baseline, we report the results of the SVM model with-
out neural embeddings that uses Delta TF-IDF weighted
bag-of-ngrams representation with substantial preprocess-
ing of tweets (Mozetič et al., 2016). These results are not
entirely comparable with our setting as they were obtained
with 10-fold stratified blocked cross-validation, while we
use a single 70:30 split. Further, the datasets for Bosnian,
Croatian, and Serbian language were merged in (Mozetič
et al., 2016) due to the similarity of these languages; there-
fore, we report the performance on the merged dataset for
the SVM classifier. Results are presented in Table 6.

The SVM baseline using bag-of-words representation
achieves lower predictive performance than the two neural
embedding approaches. We speculate that the main rea-
son is the knowledge about language structure contained
in large precomputed embeddings used by the neural ap-
proaches. Together with the fact that standard feature-based
machine learning approaches require much more prepro-
cessing effort, it seems that there are no good reasons why
to bother with this approach in text classification. The
multilingual BERT is the best of the three tested methods,
achieving the best average F1 and CA scores, as well as
the best result in most languages (in bold). The downside is
that the fine-tuning and execution of mBERT requires much
more computational time compared to precomputed fixed
embeddings. Nevertheless, with progress in optimization
techniques for neural network learning and advent of com-
putationally more efficient BERT variants, e.g., (You et al.,
2020), this obstacle might disappear in the future.

5. Conclusions
We studied two approaches to the cross-lingual trans-

fer of Twitter sentiment prediction models based on map-
pings of words into the common vector space: transfer of
trained models, and expansion of datasets with instances
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from other languages. Our empirical evaluation is based
on relatively large datasets of labelled tweets from 13 Eu-
ropean languages. As word representations, we used map-
pings into a common vector space produced by the LASER
library. The results show that there is a significant trans-
fer potential using the models trained on similar languages;
compared to training and testing on the same language,
we get on average 9.3% lower F1 score and 11.1% lower
CA. Using models trained on languages from different lan-
guage families produces larger differences (on average 14%
for F1 and 15.2% for CA). Our attempt to expand train-
ing sets with instances from different languages was unsuc-
cessful using either additional instances from a small group
of languages or instances from all other languages. Fi-
nally, we tested the quality of text representations by com-
paring cross-lingual joint embedding space of LASER li-
brary, multilingual BERT embeddings, and classical bag-
of-ngram representation coupled with SVM classifier. The
results show that the multilingual BERT is the most suc-
cessful of the three, followed by the common vector space
of LASER library, while bag-of-ngrams is rarely competi-
tive. The source code of our analyses is freely available3.

In future work, we plan to expand the experiments with
other embedding techniques, in particular, the ELMo con-
textual embeddings (Peters et al., 2018) together with non-
isomorphic cross-lingual transformations that could pro-
duce better representations in the joint vector spaces.
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