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Abstract

Social media messages are often written to attack specific groups of users based on their religion, ethnicity or social status, and they can be particularly threatening to vulnerable users such as teenagers. While it is important to develop tools and algorithms that automatically detect abusive messages, so that they can be deleted and hateful accounts can be blocked, it is also important to understand the shared language used by online communities, to what extent offensiveness can be generalized, and what is the role of dataset annotation in avoiding biases in online abuse detection. This talk gives an overview of current state-of-the-art approaches in abusive language detection and discusses ongoing work to better understand this phenomenon, analysing the role of communities, textual context and stakeholders’ involvement.
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