
Constructing E-Language Corpora: 

a focus on CorCenCC (The National 

Corpus of Contemporary Welsh)

Dawn Knight, Cardiff University, Wales, UK



1. Definitions and context

2. CANELC – mapping the ‘value’ of e-language corpora

3. CorCenCC

4. Corpus design and construction - methodological, technical 
and practical issues and challenges

• Planning and piloting; sampling; (meta)data extraction and anonymisation; 
classification/tagging visualisation and analysis – constructing corpus 
infrastructure 

5. Ethical considerations 

6. Current progress/closing remarks 

Overview  



1. Definitions and context

• E-language = any communicative, interactive and/or linguistic 
stimulus that is digitally based and ‘incorporates multiple forms 
of media bridging the physical and digital’ (Boyd & Heer 2006: 
1).



1. Definitions and context

• An increasing amount of corpora are starting to include e-
language in their design but, to date, the majority of work in 
corpus linguistics on the description of e-language has focused 
on using either small-scale or bespoke corpora. 

• Few corpora in existence which allow users to comment on e-
language use in general. This has meant that the ways in which 
we live and communicate in the digital world ‘across multiple 
resources, remains an under-explored area of research in corpus 
linguistics’ (Knight et al., 2013: 30). 



2. CANELC

• CANELC = The Cambridge and Nottingham E-language Corpus

• Contains data from 2010-2011. Built in 2011.

• CANELC aimed to include contributions:
• from a range of different sociolinguistically profiled participants 

• With a word count divided equally among the different ‘types’ of data

http://en.wikipedia.org/wiki/File:Cambridge_University_Press_logo.svg


2. CANELC

http://en.wikipedia.org/wiki/File:Cambridge_University_Press_logo.svg


2. CANELC: initial findings

• The use of personal pronouns; adverbs; verbs and interjections is 
characteristic of more informal communication. Nouns, adjectives, 
prepositions and articles are more frequent in more ‘formal’ types of 
language Heylighen and Dewaele (2003).

• Modality: Could and would are particularly characteristic of spoken, 
informal discourse, fiction and interpersonal encounters while in more 
formal, transactional encounters the use of modal verbs is reportedly 
less frequent (Farr et al., 2004: 13). 

• Hedging: Hedges are ‘expression*s+ of tentativeness and possibility’ 
(Hyland, 1996: 433) which operate to ‘mitigate the directness of what 
we say and so operate as face-saving devices’ (O’Keeffe et al., 2007: 
174).

http://en.wikipedia.org/wiki/File:Cambridge_University_Press_logo.svg


2. CANELC: initial findings

• Pronouns and deictic markers: the rate of use in discussion 
boards, SMSs and emails mirrors that of spoken discourse, blogs 
and tweets of written.  

• Modality: the rate of use in SMSs and discussion boards and 
emails mirrors that of spoken discourse, tweets and blogs of 
written.  

• Hedging: the rate of use in SMSs and discussion boards mirrors 
that of spoken discourse, blogs, emails and tweets of written.  

http://en.wikipedia.org/wiki/File:Cambridge_University_Press_logo.svg


2. CANELC: initial findings

• Despite being near-immediate, highly interpersonal and semi-
synchronous, e-language lacks the utility for effectively 
communicating ‘beyond the word’. In f2f interaction we can 
access a variety of gestural, paralinguistic and extra-linguistic 
cues which work with spoken language to generate meaning. 

• While contextual cues and emoticons help with this (see Park et 
al., 2014), we are more reliant on what is being said rather than 
how it is said in e-language. We rely on the language alone to 
build and maintain relationships; to ensure that discourse is 
polite and non-face-threating, making linguistic devices 
that function in an interpersonal way.

http://en.wikipedia.org/wiki/File:Cambridge_University_Press_logo.svg


• CorCenCC: Corpws Cenedlaethol Cymraeg Cyfoes - The National 
Corpus of Contemporary Welsh: A community driven approach 
to linguistic corpus construction 

• Open-access and freely available 10 million word corpus of 
Welsh language

• Inter-disciplinary – Computer Science, Applied Linguistics and 
Education

• Initial conception in November 2011. £1.8m ESRC and AHRC 
funding obtained in 2015

3. CorCenCC: what is it?



3. CorCenCC: what is it?

Vulnerable = “most children speak 
the language, but it may be 
restricted to certain domains 
(e.g., home)”

“UNESCO Atlas of the world’s 
languages in danger”



3. CorCenCC: what is it?

• Extensive community interest in sustaining and 'growing' Welsh 

• largest bilingual community in the UK

• 20% population of Wales are users of Welsh

• talking about language, as well as using language to talk, is a 
feature of Welsh speakers’ repertoire 

• A rich environment for a resource that focuses on language 
description rather than prescription. 

• Not always straightforward – linguistic purism is often 
encountered in Wales



3. CorCenCC: what is it?

• Balanced re. communication type (spoken, written, e-
language), genre, language variety (regional, social), thematic 
context.

• Representative of the 562,000 speakers of Welsh in Wales
• Age

• Gender

• Occupation

• Location

• Language variety

• Social and educational backgrounds 

• Representative of the language use of those speakers
• i.e. the types of texts that Welsh speakers produce/receive



3. CorCenCC: innovation 
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 CorCenCC Management Team
 Dawn Knight (PI), Applied/Corpus Linguist

 Tess Fitzpatrick (CI), Applied Linguist

 Steve Morris (CI), Welsh Language expert

 Academic collaborators (CIs)
 Irena Spasic, Computer Scientist

 Jeremy Evas, Welsh Language Expert

 Paul Rayson, Computational/Corpus Linguist

 Mark Stonelake, Welsh Language Expert

 Enlli Thomas, Education and Welsh Language

3. CorCenCC: team
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 RAs

 Gareth Watkins – PhD in Translation Tools and 
Technologies in the Welsh Language Context 

 Steven Neale – PhD in Computing, expertise in 
Natural Language Processing, creative technologies

 Jennifer Needs – PhD in Welsh language teaching 
(development of online learning materials) 

 Mair Rees – PhD in Welsh Literature, expertise in 
innovative art therapy, creative editor, Gomer Press 

 Scott Piao – PhD in Corpus Linguistics, expertise in 
Corpus Linguistics, Natural Language Processing 
(NLP) and Text Mining

 PhD students: 1 @Cardiff, 1@Swansea (to be recruited)

3. CorCenCC: team



Laurence

Anthony

Waseda

University, 
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St Louis 

USA
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USA
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University of 

Cambridge

Michael 

McCarthy 

University of 

Nottingham

Kevin 

Donnelly

Bangor

Consultants

http://www.laurenceanthony.net/
http://www.lextutor.ca/vp/eng/


Emyr Davies, CBAC-WJEC

Gareth Morlais, Welsh Government

Aran Jones, SaySomethingIn.com

Andrew Hawke, Welsh National 
Dictionary

Owain Roberts, National Library of 
Wales 

Meri Huws, Welsh Language 
Commissioner

Mair Parry-Jones, Translation Unit, National 
Assembly for Wales 

Partners /Stakeholders



3. CorCenCC: innovation

• First large-scale, freely available corpus of Welsh language 

• First semantic tagger of Welsh, novel part-of-speech tagset

• First Welsh corpus to test community crowdsourcing (via an app) for 
data collection

• User-defined corpus, integrating traditional corpus tools with bespoke 
applications (e.g. the pedagogic toolkit)

• Future-proofed: in-built sustainability via an online repository system

• Building capacity in applied linguistics 
research in Wales

• Model of corpus construction for 
under-resourced languages



Key work packages:

• 1: Collect, transcribe and anonymise the data 

• 2: Develop the part-of-speech tag-set/tagger 

• 3: Construct semantic annotation software and tagset

• 4: Scope/construct the online pedagogic toolkit 

3. CorCenCC: work packages

www.lextutor.ca/

http://www.lextutor.ca/


3. CorCenCC: innovation

• CorCenCC will include a teaching and learning framework
• Vocabulary profiling tools similar to...

• Compleat Lexical Tutor (Cobb, 2016)

• AntWordProfiler (Anthony, 2014)

• Vocabulary frequency and keyword comparison tools

• Language 'awareness raising’ tools

• Key-Word-In-Context (KWIC) searches

• collocations and multi-word unit (MWU) analysis

• Vocabulary level and size tests

http://www.lextutor.ca


Key work packages:

• 1: Collect, transcribe and anonymise the data 

• 2: Develop the part-of-speech tag-set/tagger 

• 3: Construct semantic annotation software and tagset

• 4: Scope/construct the online pedagogic toolkit 

• 5: Construct infrastructure to host CorCenCC and build the 
corpus

3. CorCenCC: work packages

www.lextutor.ca/

http://www.lextutor.ca/


3. CorCenCC: applications

• (Some) Potential applications:

• Pedagogical users

• Welsh medium education

• English medium education

• Welsh for adults

• Publishers of books and periodicals

• Print and broadcast media

• The translation industry

• Lexicographers 



4. Corpus design and construction

A. Planning and piloting

B. Sampling 

C. (Meta)data extraction and anonymisation

D. Classification/tagging 

E. Visualisation and analysis: constructing and corpus 
infrastructure 



4. Corpus design and construction

A. Planning and piloting
• Can be a challenge as a ‘population without limits, and a corpus 

is necessary finite at any one point’ (Sinclair, 2008: 30) so it is 
impossible to create a ‘complete picture’ of discourse in corpora 
(Thompson, 2005, also see Ochs, 1979; Kendon, 1982: 478-9; 
Cameron, 2001: 71). 

• This is true regardless of whether the corpus is of a specialist or 
of a more ‘general’ nature.

• Think about: users and developers, type, purpose, size, 
representativeness and balance. 



4. Corpus design and construction

A. CorCenCC pilot e-language corpus project (2013):  
why?

• Provided the proof of concept for the wider CorCenCC project 

• Ethical considerations/permissions - prompt and positive 
responses supported our vision of corpus creation as a 
community enterprise in the Welsh context

• Good opportunity to demonstrate ways in which corpus data 
can inform prescriptive/descriptive debates: many instances of 
code-switching and lexical borrowing



4. Corpus design and construction

A. CorCenCC pilot e-language corpus (2013): how?

• Contacted prolific Welsh language tweeters and bloggers via 
email and sought permission to use material to ensure sites 
were likely to be read by a critical mass of Welsh speakers, so as 
to be representative of ‘typical’ online Welsh language. 

• [NB CorCenCC does not include tweets – usage rights preclude 
publication) 

• Used API to extract data 

• Indexed > database > anonymisation

• Scrutinised data for specific features



4. Corpus design and construction

B. Sampling: balance and representativeness

• Lessons learned from the CorCenCC pilot: 

• The actual number gained was determined by the following 
factors, the majority of which were beyond the control of the 
corpus developers:
• The targeted number of words to collect for each type;

• The rate at which a user publishes content;

• The size of contributions;

• The time over which they are collected.



B. Sampling: balance and representativeness

• CorCenCC will be a general corpus so will include data sampled 
from a range of different speakers (of different ages and 
occupations), across a range of different discourse contexts, and 
geographical locations of Wales. This will allow users to make 
generalised observations about language use (i.e. not restricted 
to a specific discourse context or domain). 

• It will be balanced and representative. 

• Q: What questions can we actually ask about Welsh using 
CorCenCC?

4. Corpus design and construction



B. Sampling: balance and representativeness

• Is balance and representativeness actually ever possible? 
Probably not.

• The key thing is not about representativeness and balance but 
about the predictive power of a model. Anyone can create a 
model – it is not the model that is important but what it can do 
and the predictive power it has.

• Most CL is purely descriptive and about the past - description 
needs to be extended to think about the future.

4. Corpus design and construction

http://www.laurenceanthony.net/


4. Corpus design and construction

B. Sampling: challenges…e-language and beyond
• Demographics – e.g. age

• Young people: very important age group (over 27% of speakers 
are under 15 – 2011 census), but ethics of data collection?

• Location

• Areas where Welsh speakers are in a very small minority (e.g. 
less than 1% of the population): sparseness of data? 

• Text genres

• Some genres used by the BNC, for example, not relevant for 
Welsh

• E-language: enough blogs/websites to get adequate coverage of 
all genres?



4. Corpus design and construction

B. Sampling: CorCenCC ‘proper’ – blogs



4. Corpus design and construction

B. Sampling: CorCenCC ‘proper’ – websites



4. Corpus design and construction

B. Sampling: CorCenCC ‘proper’ – email and SMS



C. (Meta)data extraction and anonymisation

• Semi-automated techniques to be utilised?

• Possible techniques = automated extraction using APIs 

• http://bootcat.sslmit.unibo.it/

• http://www.tweepy.org/ - Python library for accessing the 
Twitter API.

• https://www.facebook.com/birdbodycorpus/posts/58423978
5063944?hc_location=ufi

4. Corpus design and construction

http://bootcat.sslmit.unibo.it/
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C. (Meta)data extraction and anonymisation

4. Corpus design and construction

www.cs.cf.ac.uk/cosmos/

http://www.cs.cf.ac.uk/cosmos/


C. (Meta)data extraction and anonymisation

• Fireant - http://www.laurenceanthony.net/software/fireant/ -
"[F]ilter, [I]dentify, [R]eport & [E]xport [An]alysis [T]oolkit"

4. Corpus design and construction

http://www.laurenceanthony.net/software/fireant/
http://www.laurenceanthony.net/


4. Corpus design and construction

C. (Meta)data extraction and anonymisation
Crowdsourcing other forms of data collection:
• Crowdsourcing – an ‘online, distributed problem-solving and 

production model’ (Brabham, 2008: 75) involving ‘internet-based 
collaborative activity, such as co-creation and user innovation’ 
(Estellés-Arolas, 2012: 189). 

• The outsourcing of tasks and activities to groups and networks of 
people (crowd).

• The use of crowdsourcing will facilitate the engagement of future 
users of the corpus from the very start of its development (a user-
driven corpus design). 
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pilot app –
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4. Corpus design and construction

C. (Meta)data extraction and anonymisation
• Including a complete set of metadata for all e-language types 

may be difficult, if not impossible. 

• While contributors of short electronic text messages and email 
messages can be asked to provide data in respect of age and 
gender, for instance, the same information cannot necessarily 
be ascertained for blogs and websites. It is true that, as Schler
et al. (2006: 1) note, ‘many *…+ blogs include formatted 
demographic information provided by the authors’. 

• COSMOS ‘predicted’ genders…



C. Anonymisation

• E.g. BAAL ‘Recommendations on Good Practice in Applied 
Linguistics’ (page 5)

• ‘In some cases, such as participatory or collaborative research 
with professionals and some forms of internet research, 
anonymity may be impossible or or unfavourable, as where an 
internet site’s regulations state that data should not be 
altered, or where an author, or joint practitioner/researcher, 
wishes to be acknowledged. In such cases, specific regulatory 
frameworks governing research sites, and/or the autonomy of 
individual informants, must be negotiated.’

4. Corpus design and construction



4. Corpus design and construction

C. Anonymisation



4. Corpus design and construction

C. Anonymisation



D. Classification/tagging
Processing uploaded data:

• Pre-processing:
• Convert; clean; strip/extract; anonymization [1]; editing

• Natural Language Processing  (NLP) steps:
• Part-of-speech (POS) tagging; semantic category tagging

• Post-processing:
• Anonymization [2]

4. Corpus design and construction

the cat sat on the mat

POS DT NN VBD RP DT NN

Sem L1 H5



D. Classification/tagging
• Bespoke POS Tagset for Welsh – coming soon

4. Corpus design and construction



D. Classification/tagging
• Semantic Category Tagset for Welsh – available now

• Iterative developments to this tagset using crowdsourcing 
methods. 

4. Corpus design and construction

http://ucrel.lancs.ac.uk/usas/tagger.html


E. Visualisation and analysis: constructing corpus 
infrastructure 

• Back-end (repository system): design and construction of an online 
system which allows for the introduction of new data to the corpus 
over time, with the maintenance of the corpus being supported by its 
own users, making contributions to the corpus a social venture.

• Front-end (corpus infrastructure): includes KWIC (Key Word in 
Context) concordancers and collocation tools, search and sort tools, 
word frequency lists, key word analysers and statistical testing 
facilities. Users will also be able to search for and replay audio files 
and visualise data. 

4. Corpus design and construction



4. Corpus design and construction

http://wordwanderer.org

http://wordwanderer.org
http://wordwanderer.org
http://wordwanderer.org


• Baker and McEnery note (2015: 246-7) ‘as a new form of 
language use, ethical practices when carrying out research in 
social media are continually developing and there is no current 
common consensus around ‘best practice’’. This on-going 
change can prove to be particularly problematic when planning 
and developing datasets for analysis.

• ‘Ethics’ at multiple levels including: National; Institutional; 
Funding-councils; Discipline-specific; personal..

5. Ethical considerations



5. Ethical considerations



• E.g. Twitter - while it is not possible to distribute data away from 
the Twitter site, it is permissible to distribute metadata from 
tweets, including the time and date that they were collected, 
and the Twitter handle (i.e. username) used by the individual 
Tweeter. These identifiers can then be used by other 
researchers to collect and reconstitute the dataset for 
themselves at a later date. This is prone to high levels of decay.

• The fluidity of ‘terms of service’
• https://www.youtube.com/watch?feature=player_embedded&v=Aifb49ur

xKM

• https://tosdr.org/

5. Ethical considerations
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5. Ethical considerations





6. Reflections/future directions


