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The study of authorship identification in Japanese has for the most part been restricted to literary texts using basic
statistical methods. In the present study, authors of mailing list messages are identified using a machine learning
technique (Support Vector Machines). In addition, the classifier trained on the mailing list data is applied to
identify the author of Web documents in order to investigate performance in authorship identification for more
heterogeneous documents. Experimental results show better identification performance when we use the features
of not only conventional word N-gram information but also of frequent sequential patterns extracted by a data
mining technique (PrefixSpan).
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1 Introduction

Until recently, computers did not play important roles
in Japanese authorship identification according to Mu-
rakami [16], since computers could not handle Japanese
characters and word segmentation in Japanese is not
trivial. However, these limitations have been resolved
for the most part in the recent past.

Traditionally, the objects of authorship identification
have for the most part been literary texts. However, as
the amount of available computer-readable texts con-
tinues to increase, demand is growing for techniques
which are more robust and applicable to documents in
the wider domains. One of these demands is in foren-
sic linguistics. According to Chaski [4], there are many
different types of crime and civil action involving docu-
ments whose authorship has to be authenticated.

To achieve robust authorship identification, we intro-
duce sequential word patterns as a feature for classifica-
tion purposes using support vector machines.

In section 3, we discuss sequential word patterns as a
style marker of authorship.

There are many studies on the statistical analysis of
the style of a particular author, called stylometry, using a
variety of quantitative criteria. Word or sentence length,
vocabulary richness, word ratios, and part of speech ra-
tios have been used in conventional studies [10]. How-
ever, it is still an open question which style markers are
more appropriate.

Yoshida et al. [5] compared the effectiveness of vari-
ous features in authorship identification for Japanese lit-
erary texts. Their result suggests that lexical N-grams
(trigram in their case) are the most effective features
for authorship identification, and that character trigrams,
distribution of characters before commas, and Hiragana
usage in each line are also effective. Still, the length of
N-grams is not flexible, and the sequence of words are
always contiguous in the conventional N-gram model.

In the present research, we employ a sequential pat-
tern mining technique to overcome these limitations
(section 2). Therefore, not only rigid segments of lexical
items, but also flexible (non-contiguous) lexical items
can be considered as features for authorship identifica-
tion.

In section 4, we introduce a state of the art machine
learning algorithm to the task of author identification.
Although there is no clear agreement on the style mark-
ers, conventional techniques rely on a few carefully se-
lected features in order to avoid the curse of dimension-
ality [3]. Recently, the machine learning community has
paid much attention to large margin classifiers, which
have theoretically good generalization capability inde-
pendent of the dimensionality of the input space. We
applied one such large margin classifier, namely support
vector machines, for authorship identification in order

to consider both conventional word N-gram features and
the sequential word pattern features we propose, the di-
mensionality of which is considerably high.

In section 6, we show the result of authorship identifi-
cation experiments conducted on E-mails and Web doc-
uments.

2 Sequential Pattern Mining

2.1 Problem Statement

Agrawal and Srikant [2] introduced the sequential pat-
tern mining problem which is formulated as following.
Let ��� �������	��
�������	��� � be a set of literals, called items.
An element is a non-empty set of items. A sequence � is
an ordered list of elements denoted by ��� ��� � 
��������� �����
where ��� is an element. The number of instances of
items in a sequence is called the length of the sequence.
When the item set of an element � is the subset of or
equal to the item set of an element � , we denote ����� .
A sequence � �!�"� � � � 
 ��������� �$#%� is a subsequence
of another sequence &'�!�(� � � � 
 ��������� � � � if there ex-
ist integers )+*(, � � , 
 ����� � ,�#-*%. such that
� � �/�0, � � � 
 �/�0, 
 �������1� �$#2�/�	,�# .

A sequence database 3 is a set of tuples �4� ��5�� �+�
where � ��5 is a sequence id and � is a sequence. A tu-
ple � � �65�� �7� is said to contain a sequence � , if � is
a subsequence of � (i.e., �98/� ). The support of � is the
number of tuples in the database containing � and is de-
noted ��:$;<;�=?>?@BADCE�GF . Given a positive integer H as the
support threshold, a sequence � is called a (frequent)
sequential pattern in a sequence database 3 if the se-
quence is contained by at least H tuples in the database;
in other words, ��:$;<;�=?>?@ A CE�GFJIKH .

Given a sequence database and a user-specified min-
imum support threshold, the problem of sequential pat-
tern mining is to find all sequences whose support is
greater than or equal to the minimum support.

In section 3, we discuss sequential word patterns
based on this sequential pattern mining problem where
item and sequence correspond to word and sentence, re-
spectively. Note that, we can assume that each element
has a single item (word) in our application, we denote
item as an element of a sequence.

2.2 The PrefixSpan Algorithm

Most conventional methods for mining sequential pat-
terns are based on Apriori [1] property, which states
that any super pattern of a non-frequent pattern can-
not be frequent. These Apriori-like methods adopt the
candidate-generation-and-test approach. In this ap-
proach, each subsequent pass generates candidate se-
quences, counts their supports by scanning a sequen-
tial database, and prunes the candidates whose support
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is less than the minimum support threshold. The next
pass generate new candidates which have one more item
than the set found in the previous pass. The algorithm
terminates when no new sequential pattern is found in a
pass, or no candidate sequence can be generated.

The performance of the Apriori-like sequential pat-
tern mining method is degraded by the generation of the
huge set of candidates and the multiple scans of whole
database necessary when mining a database containing
long and/or voluminous sequential patterns.

Pei et al. [6] introduced a divide-and-conquer ap-
proach for the sequential pattern mining problem, called
PrefixSpan (Prefix-projected Sequential pattern mining).

PrefixSpan narrows the search space based on the pre-
fix of sequential patterns in a recursive manner. It uses
each frequent item to partition the sequential database
into a set of smaller databases sharing the item as
the prefix of patterns to be found. Then, it recur-
sively searches for frequent subsequence patterns in
each smaller database. We define these sub-databases,
called projected database, to explain the PrefixSpan al-
gorithm.

Definition: Let � be a sequential pattern in a sequence
database 3 . The � -projected database, denoted as 3���� ,
is the collection of postfixes of sequences in 3 which
have prefix � .
The PrefixSpan algorithm is based on the following
lemma on projected databases.
Lemma: Let � and & be sequential patterns in a se-
quence database 3 , and b is an item such that � is a
prefix of & ; in other words, &7� �G� .

1. ��� �	��
��� ����� �
2. for any sequence � having prefix � , �������������� �
!�"�#�
�������������  �$ % 
'&��

3. The size of an � -projected database cannot exceed that
of � .

Then, the PrefixSpan algorithm is described as fol-
lows:
Algorithm:
Input A sequence database � and the minimum support

threshold (
Output The complete set of sequential pattens with frequency

no less than (
Method Call PrefixSpan( )+* , � )

Subroutine PrefixSpan( � , ��� � ), Parameters:
� : a sequential pattern, ��� � : � -projected database., Method:

1. Find a set of items - whose element & is such that
�������.�/�0�  �$ % 
1)2&3*4�657(

2. For each item &389- ,

(a) Append & to � to form an extended sequential
pattern �:& and output it

(b) Construct the �"& -projected database 
���� ����� �
for each �"& and call PrefixSpan( �"& , 
���� �;��� � )

3 Sequential Word Patterns

We applied PrefixSpan to extract sequential word pat-
terns from each sentence and used them as author’s style
markers in documents. The sequential word patterns are
sequential patterns where item and sequence correspond
to word and sentence, respectively.

The sequential word patterns are denoted as �=< �+>
< 
 > ����� > <J� � where <�? is a word, @ is the length of
sequential pattern, and

>
is any sequence of words in-

cluding the empty sequence.
These sequential word patterns were introduced for

authorship identification in the present research based on
the following assumption. Because people usually gen-
erate words from the begging to the end of a sentence,
how one orders words in a sentence can be an indicator
of author’s writing style. As word order in Japanese is
relatively free, rigid word segments and not-contiguous
word sequences may be a particularly important indica-
tor of the writing style of authors. Experimental evi-
dence will be provided in section 6.1.

Takeda et al. used sequences of adjuncts (auxiliary
verbs and postpositions) to uncover characteristics of
Waka, a traditional style of Japanese poetry. Such se-
quences of adjuncts are a special case of sequential word
patterns in which the items of the sequences are limited
to adjuncts. They reported successful results in finding
patterns from five anthologies. Previous usage of re-
stricted versions of sequential word patterns support this
assumption.

Note that, because we identify the author of a docu-
ment (not a sentence) in this research, it is more intuitive
that the support of sequential word patterns is calculated
by counting the number of documents including them.
Thus, the sequence database and the support count are
redefined as follows.

Definition (Sequence Database and Support Count
based on Documents): A sequence database 3BA is a set
of tuples � 5 =DC ��5 � � �65�� � � where

5 =DC �65 is document id,� ��5 is a sentence id and � is a sequence of lexical items
which represents a sentence. Let � be a sequential pat-
tern in a sequence database 3BA , and & be a sequence hav-
ing prefix � . The support count of & on � -projected
database 3E� � , denoted as ��: ; ;�=?>?@ A:F % CE&DF , is the number
of documents including sequences G in 3��'� such that &
is composed of the prefix � and the postfix G .

Although N-grams may partially cover the features
derived from the above, there are two advantages in
employing a sequential pattern mining technique over
a conventional N-gram model.

One advantage is that the mining method can han-
dle flexible (non-contiguous) word sequences. N-grams
are consecutive word sequences and fail to account for
non-contiguous patterns. The sequential pattern mining
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overcomes these limitations, since it can cope with any
number of intervening words in a sequence.

Another advantage of the sequential mining technique
is that there are fewer user-specified parameters. Usu-
ally, infrequent N-grams are omitted with an arbitrary
threshold (i.e. a minimum support in the data mining
terminology). At the same time, the length of N-grams
is arbitrarily decided by users, although we never know
how long the actual length should be. Thus, we need to
specify two parameters, the threshold and the length. On
the other hand, the sequential pattern mining does not
limit the length of sequential patterns as long as they are
frequent. The sequential pattern mining requires only a
single parameter, the minimum support threshold.

The sequential word patterns defined here are ex-
tracted by the PrefixSpan algorithm and their frequen-
cies of them are employed as the document features of
an author.

4 Support Vector Machines

Because authorship identification can be considered to
be a categorization problem, we employ support vector
machines, which achieve state of the art accuracy in the
categorization of document topics.

Support vector machines (SVM) are one of the large
margin classifiers attracting attention in the machine
learning community. According to the principle of struc-
tural risk minimization [13], minimizing the model com-
plexity (structural risk) and training error (empirical
risk) leads good generalization (i.e. good performance
for test data never seen in the training data).

This minimization process is embedded in SVMs by
constructing a hyperplane as the decision surface such
that the margin between the positive and the negative
examples is maximized.

Consider the training samples � �� C���� ��� � F ���	����� C���
 ��� � F � , where �� is the vector
representing an input example, and

� ? is its labels.
The equation of a decision surface in the form of a
hyperplane that does the separation is ������� � ���
where � is an adjustable weight vector, and � is a
bias. The margin of the optimal hyperplane is derived
from ����������� where � � denote the optimum values
of the weight vector. Thus, maximizing the margin is
equivalent to minimizing the Euclidean norm of the
weight vector � .

This maximal margin strategy allows support vector
machines to have a generalization capability indepen-
dent of the number of model parameters. Theoretically,
a SVM classifier can perform well on unknown data
even with a high dimensional input space. This property
of SVMs is suitable for authorship identification. Since
there is no consensus on the effective style markers, all

Author Addresses Messages
A 3 1675
B 3 392
C 1 335

Table 1: Number of E-mail Address used and Number
of Messages posted by Target Authors

possible features having potential usefulness can be used
so that the input space tends to be high dimensional.

Joachims [8] used the SVMs for text categorization
tasks and achieved good performance with nearly 10
thousand features.

Diederich et al. [7] applied SVMs to identify the au-
thors of newspaper articles. They compared usage of all
words to bigrams of part-of-speech tags and functional
words, and conclude that the full words perform better
than the bigrams.

De Vel et al. applied SVMs for authorship identifica-
tion of E-mails [11]. They generated a controlled set of
E-mails for each author and topic, and showed the good
identification performance independent of the topic of
the E-mails, even though they used only conventional
style marker features ( e.g. the vocabulary richness).

5 Experimental Methodology

5.1 E-mail and Web corpora

To show the effectiveness of our approach, we con-
ducted two experiments. One is authorship identifica-
tion of E-mail messages and the other is the authorship
prediction of Web documents based on the E-mail mes-
sage information.

In the first experiment, we employed 4961 Japanese
messages from a mailing list of a computer program-
ming language development community. The charac-
teristics of this E-mail message corpus are as follows:
The length of the documents tends to be short (the aver-
age length of the messages is 112 words), and a single
author usually writes the message body excluding cita-
tions. The messages are sent from 111 distinct Internet
mail addresses. The messages were sent during a time
span of 562 days.

Three frequent senders were chosen for the identifi-
cation experiment. Table 1 shows the number of E-mail
addresses which the target authors used (Addresses), and
the number of their posts to the mailing list (Messages).

This corpus is used to determine the authorship iden-
tification performance when employing the same type of
documents both for training and testing.

In the second experiment, to determine the capability
of identifying authorship for heterogeneous documents,
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Author Documents Positive ML
A 547 74 0
B 501 439 92
C 501 407 200

Table 2: Web corpora: Documents stands for the num-
ber of documents in the corpus, Positive stands for the
number of documents written by the target author in the
Author column, ML stands for the number of documents
which are the messages posted on the same mailing list
of the E-mail corpus.

we use Web documents, which are retrieved by a Web
search engine, Google1. An SVM classifier is trained
on the mailing list messages mentioned above, and ap-
plied the classifier in order to identify the author of Web
documents.

We prepared a different Web corpus for each au-
thor in the following way. The authors’ Japanese full
names which were manually extracted from the E-mail
message corpus are submitted as a query to the Web
search engine. For each target author, we downloaded
about 500 HTML documents which the search engine
retrieved as the most relevant documents for the name.
These documents were manually tagged as to whether
they were written by each target author or not.

The characteristics of these Web corpora are stated as
follows: The length of the documents are longer than
that of E-mail messages (the average length of the docu-
ments is 663 words), and the documents written by mul-
tiple author are common so they tend to be noisy data.

Table 2 shows the number of Web documents which
are labeled as positive examples; in other words, the
documents written by a target author.

The positive documents include software manuals,
messages on Web Bulletin Board Systems, the home
pages of the target authors, Web diaries, mailing list
messages publicly distributed on the Web, and so on.
The ML column in Table 2 shows the number of doc-
uments which were actually posted on the same mail-
ing list as the E-mail corpus. Since none of these mes-
sages had been included in the E-mail corpus, and be-
cause they still included commercial messages and/or
navigation texts which are observed in Web documents,
these documents have different properties from the E-
mail corpus. Thus these messages were included in the
Web corpora.

As preprocessing of both corpora, citation (marked
with � , � , etc.) removal and sentence segmentation were
performed using pre-specified rules. The morphological
analyzer, ChaSen version 2.2.8 [15], was used for word
segmentation and part of speech tagging.

1<http://www.google.com/>

5.2 Performance Measures

In the experiment with the E-mail corpus, we employed
a cross-testing procedure. The original message set was
divided into 5 subsets of nearly equal size. Then, five
different SVMs were trained on 4 of the subsets and the
remaining one subset was used for testing. That is to
say, about 4000 messages ware used for each training
and about 1000 messages for each testing.

To evaluate identification performance, we calculate
accuracy, precision, recall, and F-measure value, which
are metrics commonly used to evaluate information re-
trieval and text categorization performance [9]. Accu-
racy is the percentage of correctly classified examples
so that it describes the classification performance of both
the positive and the negative examples. Precision is the
percentage of the positively classified examples which
are actually positive. Recall is the fraction of posi-
tive examples which has been classified as positive. F-
measure combines precision (P) and recall (R) scores
into a single value using the formula:

� � �����
C�� ��� F

The F-measure describes the extraction capability of
positive examples.

Since the SVMs are binary classifiers, we averaged
the identification performance of all target authors (i.e.
all classifiers) using macro-averaging [14]. Macro-
averaging gives an equal weight to the identification per-
formance of every target author.

5.3 Features and The SVM Classifiers

The features used in the experiments were the frequen-
cies of word N-grams and the sequential word patterns
described in section 3.

For word N-grams, we employed the union of uni-
grams, bigrams, and trigrams. Since the number of dis-
tinct bigrams and trigrams is large, we employed only
the bigrams and trigrams which appeared in more than
2 documents. The number of distinct elements of this
union is 58064, so that the input space of the classifier
has very high dimension. The value of each feature is
term frequency dampened by @E=�� function.

For sequential word patterns, we applied the PrefixS-
pan algorithm described in section 2.2 to extract them
from the E-mail corpus. A longest sequential pattern
is the set of frequent sequential patterns which have
no super-pattern among the frequent sequential patterns.
To avoid redundancy, we employed only the sequen-
tial patterns which the PrefixSpan algorithm outputs if
a projected-database C 3E� � F�� 	 cannot construct or does
not include any item C such that ��:$;<; =?>?@�
 A:F %� F 	 C0� C �F I H in step 2 (see. section 2.2), though the PrefixS-
pan algorithm outputs all the sub patterns of the longest
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Author A Author B Author C
20% 10% 20% 10% 20% 10%

Runtime(min) 54 164 4 13 2 5
Patterns 351 3070 317 2030 192 949

Table 3: The Result of Sequential Pattern Mining

sequential pattern. For each target author, two sets of
sequential word patterns were employed based on dif-
ferent minimum support counts: patterns appearing in
20% ore more the messages written by the target author
written (i.e. the minimum support is set to 20%), and
patterns appearing in 10% or more.

To implement the PrefixSpan algorithm, we employed
the pseudo-projection procedure [6] which uses point-
ers referring to the sequences in the database, instead
of constructing physical projections by collecting all the
postfixes. The PrefixSpan algorithm is implemented in
Ruby2, executed on Linux (Pentium III 900 MHz). We
concatenated those sequential word patterns with the
union of N-grams as previously described.

As mentioned in section 4, the SVM classifiers were
employed in the experiments. A SVM implementation,
TinySVM [12], was used with linear kernel function and
the balance parameter value, C, was set to 1.0.

6 Results and Discussion

6.1 Sequential Pattern Mining

Table 3 shows the runtime and the number of patterns
found for each target author. The number of found pat-
terns with minimum support 10% is many times over
that with minimum support 20%.

Table 4 shows the examples of sequential word pat-
terns which were extracted from the Japanese E-mail
corpus. Frequency stands for the ratio of documents
written by a particular author including the sequential
word pattern over all documents including the pattern.
They provide evidence supporting the assumption de-
scribed in section 3: 80% and 66% of the appearances
of the example sequential word patterns occurred in the
documents written by a target author.

6.2 Authorship Identification for E-mails

Table 5 shows the authorship identification results of E-
mail messages. The column “123” stands for the union
of word unigrams, bigrams, and trigrams. The column
“123s20” stands for the features of the “123” column
plus sequential word patterns with a minimum support
of 20% and the column “123s10” stands for the features

2<http://www.ruby-lang.org/>

Pattern Frequency
$O* $s* $G$9* !% 0.81(213/261)
ha * n * desu * !% (TP * N * ESE)
$N* $O* $O* $G$9* !% 0.80(163/202)
no * ha * ha * desu * !% (of * TP * TP * ESE)
$G* $O* $J$$* $G$7$g* $&* $+* !# 0.66(43/65)
de * ha * nai * deshou * u * ka * !# (ESE, asking a agreement)

Table 4: Examples of Sequential Word Patterns; ESE
stands for end-of-sentence expressions, N stands for
nominalizers in Japanese, TP stands for topic particles
in Japanese

of the “123” column plus sequential word patterns with
a minimum support of 10%.

SVMs achieved high identification performance de-
spite the large number of features. Although the effect
of the sequential word pattern features may not seem ob-
vious, the result shows better F-measure value; in other
words, the classifier with the sequential word pattern
features could find more messages of the target authors
than the one without sequential word pattern features.

6.3 Authorship Identification for Hetero-
geneous Documents

Table 6 shows the authorship identification result ap-
plied to the Web documents. The label of each column
is the same as the ones for table 5.

Contrary to the previous result, the effect of the se-
quential word pattern features is evident. In all mea-
sures, the application of sequential word patterns out-
performs that of N-grams alone. In particular, author A’s
identification performance shows significant improve-
ment. None of the Web documents for author A is of the
same type as the messages in original E-mail corpus (see
Table 2) so that all the documents have different proper-
ties from the training data. This makes the identification
of A more difficult than the others. Thus, we conclude
that sequential word patterns for authorship identifica-
tion are especially effective in cases in which the type of
test data is different from the training data.

7 Conclusion

In this paper, we proposed the use of support vector ma-
chines which have good generalization capability, and
new style markers of authorship, namely frequent se-
quential word patterns, which match both rigid and flex-
ible word sequences. To extract these patterns, we ap-
plied a sequential pattern mining technique, PrefixSpan.

Firstly, we viewed the authorship identification tasks
on E-mail corpus, and achieved good performance using
SVMs with the input space of high dimensionality.
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Accuracy Precision Recall F-measure
Author 123 123s20 123s10 123 123s20 123s10 123 123s20 123s10 123 123s20 123s10
A 98.50 98.46 98.44 96.57 98.75 96.75 98.53 98.20 98.14 97.54 97.47 97.44
B 99.44 99.36 99.45 97.69 97.34 97.75 94.32 93.64 94.75 95.98 95.46 96.23
C 98.03 97.87 97.99 83.52 82.08 83.39 87.20 87.13 87.61 85.32 84.53 85.45
Average 98.66 98.56 98.63 92.59 92.06 92.63 93.35 92.99 93.50 92.95 92.49 93.04

Table 5: The Identification Result of E-mails

Accuracy Precision Recall F-measure
author 123 123s20 123s10 123 123s20 123s10 123 123s20 123s10 123 123s20 123s10
A 78.4 84.8 87.2 26.5 44.3 53.3 33.7 47.2 43.2 29.0 45.4 47.4
B 89.4 89.6 91.0 97.3 97.7 97.5 90.4 90.2 92.0 93.3 93.3 94.4
C 53.0 66.4 67.0 92.5 91.9 92.3 45.9 64.3 64.8 60.4 75.1 75.4
Average 73.6 80.3 81.7 72.1 78.0 81.0 56.7 67.2 66.7 60.9 71.3 72.4

Table 6: The Identification Result of Web documents

Next, to examine the identification capability for
heterogeneous documents, the SVM classifiers which
trained on E-mail corpus were applied to the author
identification of Web documents. Experimental results
showed that the union of conventional N-grams, and se-
quential word patterns achieved better performance than
N-grams alone with heterogeneous documents.
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