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Abstract
If we look back at the development of automatic speech processing during the last decades, we see that it started with - seemingly
- simple tasks like pinning down what people read aloud; little by little, the tasks got (even) more complicated: speaker-dependent
dictation systems, speaker-independent recognition, spontaneous speech, language understanding, dialogue processing. In the last
decade, an even more ambitious task has been addressed, namely the paralinguistic aspects of human-human and human-machine
conversation: the recognition and generation of emotional behaviour. Here, we want to tell apart two different application types: the first
type is ‘information’ dialogues that can be observed, e.g., in conversations with automatic dialogue systems (call-center applications).
Normally, the user displays only a rather restricted repertoire of emotional behaviour - for instance, she is getting angry if the system
constantly misunderstands. The second type is ‘emotional’ dialogues in the realm of edutainment or entertainment; here, emotional
behaviour can be an integral part of the dialogues, i.e., we can observe a mutual re-inforcement of emotions by repeated exchange.

After presenting these two types of applications, we first want to address some specific problems as, e.g., finding the right ‘ref-
erence’, i.e., the classes that have to be classified, and we want to discuss the differences between basic research dealing with elicited,
pre-defined emotions on the one hand, and application-oriented research on the other hand. In the second part, we present the necessary
‘ingredients’ for successful classification: databases, extraction of acoustic and other features, automatic classifers, aso. In a third
part, we want to exemplify all these topics with own studies, one of them dealing with finding emotional behaviour in ‘information’
dialogues, the other dealing with finding such behaviour in sort of ‘emotional’ dialogues, namely human-robot communication. In the
last part, we summarize the findings and put them into a broader perspective.
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